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2009 M-OSRP Annual Report Introduction and Summary

This year was another positive year for M-OSRP with signi�cant contributions and progress to re-
port. Among contributions/advances are : (1) delivery of proprietary M-OSRP software for multiple
removal, and advances in the soon to be delivered 3D wave theoretic preprocessing for deghosting,
data reconstruction and wavelet estimation; (2) progress pushing the theory and practical fronts to-
wards developing greater inverse scattering series (ISS ) robust capability and testing of the inverse
scattering series (ISS) imaging and direct non-linear AVO projects; the former development and
tests indicating the next step as a �rst �eld data ISS imaging test, and the latter the early positive
tests of a new direct imaging ISS exploration AVO tool; (3) �rst and historic on-shore tests and
evaluation of ISS internal multiple e�ectiveness, both in absolute terms, and in comparison with
other methods, and (4) a method for increased internal multiple e�ciency was developed and tested
and (5) a new and comprehensive Green's theory method for reverse-time migration (RTM) that
addresses shortcomings in the theory and application of current Green's Theorem RTM concepts
and methods where the latter can lead to imaging errors and artifacts.

The papers in this 2009 M-OSRP Annual Report represent M-OSRP contributions, while papers
submitted and/or published in cooperation/collaboration with sponsors, and/or external collabora-
tors, are in a separate �le, associated with, but distinct from, the Report. Both the 2010 M-OSRP
Annual Report (2010 AR)and the Associated File (AF) are on one CD/DVD. In this Introduction
please �nd: (1) a summary of this past year's M-OSRP highlights, deliverables, and progress within
our di�erent projects, (2) a link to a set of 4 papers published in Geophysics, and their signi�cance
and impact, reference to the 3 2010 SEG Expanded Abstracts, and all are in the Associated File,
and (3) our plans for the coming year. Below we provide highlights for this past year (Please see
the �rst link below for details behind each of these highlights).

Multiples

(1) Delivery of the inverse scattering series 3D Free Surface Multiple Elimination code (ISS 3D
FSME). The method was developed by P.M. Carvalho, coded for M-OSRP by S. Kaplan, and tested
by a ConocoPhillips team led by Simon Shaw and Haiyan Zhang with M-OSRP support from Kris
Innanen and an important debugging contribution by Zhiqiang Wang. The data tested was supplied
by WesternGeco, Statoil and Livermore National Lab. This code represents the high-water mark of
capability for predicting the amplitude and phase of free surface multiples, of all orders. Given its
prerequisites of: (1) adequate data collection and/or data reconstruction, (2) source and receiver
de-ghosting, and (3) source signature removal, the algorithm then represents both prediction and
subtraction, with equal e�ectiveness at all o�sets, and without the need for residual Radon as
is common for codes delivered from other consortia or vendors. There is a removal or reduced
dependence on a separate "subtraction� step, typically in practice with an adaptive subtraction
algorithm. The adaptive subtraction is called upon for dealing with all of reality omitted in your

1



Introduction M-OSRP09

"prediction" and is especially useful for dealing with clear and isolated multiples. However, the
energy minimization criteria behind adaptive "subtraction" can fail precisely when the prediction
it is meant to serve, the inverse scattering series FSME code, has its greatest strength. Given
its three prerequisites (listed above), the ISS FSME predicts and subtracts free surface multiples
independent of whether they overlap/interfere with other events, or whether there are primaries
and di�erent orders of free-surface multiples and internal multiples in the neighborhood. The 3D
ISS FSME from M-OSRP is more e�ective and costly than other 3D FSME algorithms. However,
as an industry we didn't go from 2D to 3D to save cost in processing. We took that 2D to 3D step
to gain e�ectiveness, and to reduce the cost of drilling dry wells, and we suggest that the 3D ISS
FSME code, within your toolbox, be considered when the target and overburden are complex and
di�cult for other de-multiple methods, including less costly and less e�ective 3D FSME algorithms.
This high end predictive emphasis and delivery and di�erential added-value is a general M-OSRP
multiple removal strategic ear-mark and driver and is particularly signi�cant for complex o�-shore
plays (e.g., subsalt, sub-basalt) with complicated and proximal events and for on-shore application.
A list of all de-multiple and prerequisite satisfaction codes delivered to sponsors can be found in
the link below. The codes themselves are in the sponsor-only portion of our web site.

Dr. Paolo Terenghi joined M-OSRP in October 2009 and continued developing the free-surface
multiple prediction code in order to facilitate and extend its ability to accommodate �eld data
and realistic synthetics. With the latest changes, the code can operate in the case of all di�erent
spatial sampling rates along spatial axes. New numerical examples have been produced using the
data supplied by WesternGeco, Statoil and Livermore National Lab at an in-line aperture wider
than was previously tested. Further detail can be found in this report ("3D Free-Surface Multiple
Prediction: numerical testing and coding update", AR page 40) . The revised code will be available
to the sponsors shortly after the June 1-4 , 2010 Annual Meeting.

(2) 3D Prerequisite satisfaction

Jim Mayhan has coded and tested 3D Green's theorem based methods for: (1) data reconstruction,
(2) source wavelet estimation, and (3) deghosting, and those codes will be delivered to M-OSRP
sponsors after the 2010 Annual Meeting ("Preprocessing 3D seismic data", AR page 10). Those
important methods and contributions were pioneered and developed within the dissertations of
M-OSRP Alumni Dr. Jingfeng Zhang (BP) and Dr. Adriana C. Ramírez (WesternGeco). These
Green's theorem based prerequisite satisfaction methods are entirely consistent with the multi-
dimensional wave theory inverse scattering methods for removing multiples and depth imaging pri-
maries, that they are meant to serve, and in particular they make no assumptions about subsurface
information. The water-speed imaging in the ISS imaging project is consistent with wave-theoretic
imaging from Green's Theorem. Jim also completed a successful internship at ExxonMobil.

Advances in acquisition

There are important advantages to having both the pressure and its normal derivative measured
along a towed streamer(s) marine experiment. PGS has provided such a dual measurement data
set for M-OSRP testing. Those tests will happen in 2010 and the results will be shared with all

2
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sponsors. Jim Mayhan is doing an excellent job progressing the prerequisite development project
and managing the PGS opportunity.

On-Shore Project

(3) Shih-Ying Hsu has completed two successful back to back internships at WesternGeco and Saudi
Aramco. Shih-Ying will report on her encouraging results for realistic synthetic data using ISS
internal multiple algorithms at the 2010 M-OSRP Annual Meeting. Her contributions were part of
collaborative research during her internships at Saudi-Aramco and WesternGeco, where evaluations
and comparisons of ISS internal multiple e�cacy for land data application, and advances in ISS
internal multiple e�ciency were developed and tested, respectively. Those SEG Expanded Abstracts
are distributed associated with this Report and located in the AF.

The �rst Abstract "The inverse scattering series approach towards the elimination of land internal
multiples" by Fu et al. (located in the AF), represents the testing and analysis of realistic synthetic
and on-shore �eld data. Tests within the ARAMCO EXPEC ARC Geophysical Technology Team,
managed by Panos Kelamis, and the multiple removal group led by Yi Luo. Shih-Ying Hsu, a
graduate student from M-OSRP, interned under the mentorship of Yi Luo and participated in
those tests and comparisons. On-shore internal multiples can often over-lap with primaries, making
the multiple removal without damaging primaries very di�cult, so di�cult in fact that marine
pre-salt internal multiple removal can pale in comparison. Under the most complex and daunting
circumstances, the inverse scattering series internal multiple produced encouraging and positive
results, and no other internal multiple method was able to match that e�ectiveness. This is an
important advance and contribution and we congratulate Yi Luo, Panos G. Kelamis, Qiang Fu,
ShouDong Huo, Ghada Sindi, Shih-Ying Hsu, and the entire Saudi Aramco team!

The second Abstract is "Quasi-Monte Carlo integration for the inverse scattering internal multiple
attenuation algorithm" by Shih-Ying Hsu, M-OSRP/UH, Einar Otnes and Adriana C. Ramírez of
WesternGeco (located within the AF). This research was led by Einar Otnes within Alan Teague's
research group at WesternGeco, while Shih-Ying Hsu was an intern being mentored by Einar Otnes
and Adriana C. Ramírez, with support from the WG team. The inverse scattering series (ISS)
algorithms have a high degree of predictive e�ectiveness, and are automatic, and demonstrate their
mettle under the most complex circumstances as demonstrated by earlier published marine examples
(e.g., Carvalho et al., (1992) and Matson et al., 1998)) and now, this past year, the �rst published
land application, Fu et al. (2010) (please see the AF). The M-OSRP High Performance Computing
Committee chaired by Nicola Bienati of ENI gave a green light for us to produce a 3D internal
multiple code, although the computational challenge is formidable (please see M.Perrone et al.
,IBM, 2007 M-OSRP Annual Meeting). This Abstract represents an innovative and signi�cant
response from the algorithmic side towards addressing that computational challenge, with a four
fold speed-up in 2D and anticipated greater speed-up in 3D. This contribution will support applying
this capability in the 3D marine arena and will spur further innovative code progress and new
hardware to be developed, as well. We congratulate Shih-Ying Hsu, Einar Otnes and Adriana C.
Ramírez and the entire WG team. A report "E�cacy determination and e�ciency advances for the
inverse scattering series internal multiple removal: an update, land data testing and evaluation"
by Shih-Ying Hsu at al. (located in the AR on page 52) provides a perspective overview of all her
contributions this year.
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Work is progressing on a wavelet estimator for on-shore application, based on the Green's theory
methods developed in Weglein and Secrest (1990). The idea is to increase the predictive capability,
and simultaneously reduce the burden on the adaptive step for increased internal multiple removal
e�ectiveness. The goal is moving towards surgical removal of multiples, which is so often essential
for land application. Early synthetic tests of a wavelet estimator aimed at land application will be
shown at the June 1-4, 2010 Annual Meeting.

3D ISS Internal Multiple Code development

(4) Dr. Paolo Terenghi will be coordinating these M-OSRP de-multiple e�orts, and will code, test
and deliver a 3D ISS Internal Multiple Attenuation code in 2010. A preliminary study ("3D Internal
Multiple Prediction coding project: preliminary notes", AR page 61) outlines a plan for the new
coding project and analyzes and reviews the optimizations and programming strategies adopted for
the previous 2D implementations.

Imaging Project

(5) The imaging project's earlier progress is described in some detail in last year's 2008 M-OSRP
Introduction to the Annual Report as well as in presentation slides in the link below. A submitted
2010 SEG Expanded Abstract "The inverse scattering series depth imaging algorithms: develop-
ment, tests and progress towards �eld data application" is found on AF and provides a glimpse at
this year's progress on the imaging project.

The ISS contains the capability to perform all processing goals directly in terms of the data and a
reference medium Green's function. That's quite an undertaking, with the ISS having many issues
to deal with, given the data and a "no-thank you, no-help whatsoever directly or indirectly needed
attitude", the latter " no help needed" in terms of no need for actual or approximate subsurface
properties. The imaging terms within the ISS respond to every type of challenge one can imagine
in a direct depth imaging without subsurface information. The types of challenges depend on a
set of factors, and among issues are: (1) the earth's dimension and degree of lateral variability, (2)
di�erence between actual and reference earth properties, and the (3) spatial extent of those property
di�erences, (4) the number of parameters in the assumed earth model, and (5) the angles of the
waves re�ecting from re�ectors, and being used in your processing.

There are two very di�erent types of issues in developing practical and robust
imaging algorithms from the ISS

One issue has to do with the inclusion of a su�cient and adequate collection of ISS imaging terms and
types of terms that address speci�c imaging challenges, and the second issue is how to accommodate
the band-limited nature of seismic data. Signi�cant advances on both fronts occurred this year. The
imaging capability, in the pipeline, that will be delivered in the near future is described in the SEG
Expanded Abstract "The inverse scattering series depth imaging algorithms: development, tests and
progress towards �eld data application" (located in the AF) which reports the progress on several
algorithmic and practical fronts within the ISS imaging project. The progress that is described in
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the attached Abstract, now warrants soliciting �eld data from our sponsors, for our �rst marine
�eld data tests. I congratulate Professor Fang Liu, and Zhiqiang Wang, Xu Li, and Hong Liang for
their signi�cant pioneering e�orts and contributions that will allow the ISS imaging capability to
provide for information extraction from signal, that is, depth imaging and inversion of primaries in
complex media, with the same type of high-end e�ectiveness and added-value that ISS has brought
to the removal of coherent noise (free surface and internal multiples).

One very signi�cant and newsworthy advance by Professor Fang Liu (that occurred subsequent to
the Annual Meeting in May and we described at our meeting at the SEG in Houston) was a way
to robustly address the band-limited source issues for the new direct depth imaging methods and
codes, that assume that both velocity and density are both variable, and both velocity and density
are and remain unknown. That critically important practical step by Fang Liu means that the
ISS imaging methods will work on �eld data. Mike Richardson of BHP Billiton alerted us to the
importance of density changes in many re�ections. Our imaging theory can now accommodate that
reality.

A second advance labeled "cascade migration" was arrived at by accident, when a double repeated
action of water speed migration was performed, where one water speed migration was called for,
i.e., migrating the migration rather than simply migrating. That accident led to an inadvertent but
e�ective and valuable inclusion within the linear water speed term of certain ISS capability uniquely
designed and located within higher terms of the ISS for imaging challenges that only arise with a
laterally variable earth. That "use with exclusively lateral varying media ISS imaging contribu-
tors/terms " providing signi�cant improvement in lateral positioning of e.g., the fault shadow zone
when that cascaded linear term is substituted into LOIS or HOIS ("Addressing the bandlimited na-
ture of seismic source and rapid lateral variations of the earth: source regularization and cascaded
imaging operator", AR page 72). There is no complete theory to understand that revised double
water speed migration, at this moment, but there is no increase in cost, and a clear added imaging
value. We have no doubt that the theory and our understanding will catch-up with the algorithm.
The daunting example that was previously examined of a homogeneous sphere above a single hor-
izontal re�ector, can now image the upper and lower sphere, without knowing or determining the
sphere velocity. That's a signi�cant advance and contribution and we congratulate Professor Fang
Liu.

AVO, type 1 and type 2 direct exploration tool, without a velocity model

Following a suggestion by Doug Foster of ConocoPhillips, a by-product of the newer imaging theory
produced an AVO re�ectivity like output that preserved zero crossings at depth for the challenging
and important type 1 and type 2 AVO identi�cation application. That happens without a velocity
model or common image gather (CIG) �attening and CIG ironing problems. Early tests by Xu
Li and Shansong Jiang were encouraging ("Depth imaging without the velocity cares about the
phase and amplitude information of events: Focusing on the use of the angle dependent amplitude
information of events", M-OSRP Report 2008; "Progressing multiparameter imaging using the
inverse scattering series: An initial analytic test of the leading order imaging subseries (LOIS)
closed form and its extended higher order imaging subseries (HOIS) closed form for a laterally
invariant two-parameter acoustic medium", M-OSRP Report 2008). An elastic test is presented in
this report ("An unanticipated and immediate AVO by-product: responding to pressing type I and
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type II AVO challenges delivered within the ISS imaging program", AR page 154) that signi�cantly
extends those previous studies, thereby connecting the method closer to real world application.
Zhiqiang Wang ("New capture of direct velocity independent depth imaging in a one-dimension
two-parameter acoustic Earth", AR page 137) developed and tested a further capture of imaging
capability that can accommodate greater contrasts in velocity and duration of di�erence between
the reference and actual subsurface properties. The imaging team consists of Fang Liu, Zhiqiang
Wang, Xu Li, and Hong Liang.

Model matching and model mismatching between the earth and your algorithm

This is a relevant issue for all processing issues. The study here is con�ned to M-OSRP's ISS
imaging and inversion algorithms. We suspect that the lessons gleaned here, concerning mismatch
issues, might be relevant for algorithms outside of the methods our program pursues.

How to determine an adequate earth model type for seismic processing?

The issue of how to determine an adequate model for processing objectives must �rst be raised and
addressed. In seismic exploration, we want a minimally complicated model adequate to achieve our
predictive purposes. But how to determine model adequacy? From our point of view, a model is
too simple if its output recommends drilling decisions that a more complicated and complete model
would improve upon, and conversely, is too complicated if a simpler model would not change the
e�cacy of drilling prediction, e.g., changing and improving a drilling to no-drill or no-drill to drill
decision. Our strategy for �eld data application of our algorithms recognizes that issue, using the
minimally acceptable earth model for amplitude analysis, the isotropic elastic model.

Given that understanding of earth model adequacy, Hong Liang then studied the consequences of
using an inadequate model (e.g., acoustic model for an elastic earth data) separately for ISS imaging
and inversion purposes ("Initial tests for the impact of matching and mismatching between the earth
model and the processing model for the ISS imaging and parameter estimation", AR page 165).
The separate numerical tests of the elastic data using the ISS imaging conjecture and inversion for
both acoustic and elastic media, illustrate how it's important to match the processing algorithm's
model type to the model that generate the data, and the negative consequences for imaging and
inversion that can result when that match is ignored.

First �eld data imaging test: Kristin data from North Sea

Imaging project summary: A set of di�erent ISS imaging codes will be developed and �eld data
tested and distributed to M-OSRP sponsors. The �rst �eld data imaging test is going to take place
with the Kristin data from the North Sea, with dual streamer over- under cables, and owned by
Statoil and acquired and processed by Western-Geco/Schlumberger. We express our appreciation to
Statoil and Western-Geco/Schlumberger for this cooperation and opportunity. The �rst �eld tests
will be carried out this year. We are grateful to Einar Otnes, Lasse Amundsen, Joachim Mispel,
Ed Kragh, and Mark Thompson for arranging this data opportunity for our �rst �eld data imaging
test.
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M-OSRP Awards in 2009

(6) The SEG awarded two J. Clarence Karcher Awards in 2009. Both awards went for research
within M-OSRP (Dr. Haiyan Zhang, now at ConocoPhillips and Dr. Bogdan Nita, at Montclair
State University, Montclair, New Jersey). We congratulate Haiyan and Bogdan for their important
achievements, their high impact and signi�cant contributions.

(7) Prof. Kris Innanen and Dr. Jose Eduardo Lira, are pioneering the theory and application of
inverse scattering series methods to absorptive media. Lira and Innanen together produced: (1)
concepts and algorithms for Q compensation without knowing or estimating or requiring Q, and (2)
using the di�erence between the actual and a predicted internal multiple to estimate the overburden
e�ect on amplitude for traditional migration-inversion purposes. Professor Innanen mentored Jose
Lira in his PhD thesis, and we congratulate Dr. Lira for earning his PhD, and Kris for his excellent
leadership and guidance.

Below please �nd a link to the 4 M-OSRP papers in the Issue 74 of Geophysics:

1. "Clarifying the underlying and fundamental meaning of the approximate linear inversion of
seismic data"

2. "Direct nonlinear inversion of 1D acoustic media using inverse scattering subseries",

3. "Direct nonlinear inversion of multiparameter 1D elastic media using the inverse scattering
series", and

4. "Green's theorem as a comprehensive framework for data reconstruction, regularization, wave-
�eld separation, seismic interferometry, and wavelet estimation: A tutorial".

In our view, these papers are particularly worthwhile. These papers not only describe the progress
within di�erent M-OSRP projects, but also place them within the broader context of seismic appli-
cation and overall industry interest and other research programs and initiatives.

What does inversion mean? What does direct inversion communicate? The "meaning of linear pa-
per" begins with the critical and often neglected distinction between direct inversion and "indirect"
or model-matching approaches.

The only time these two are equivalent is when the direct inverse is a linear problem. For example,
depth imaging for a structural map is a linear problem given an accurate velocity model. Therefore,
conventional imaging with an accurate velocity model is related to modeling run backwards. For all
other problems, it is misguided and incorrect to think of model matching as somehow equivalent to
direct inversion. For example, the direct inversion from the inverse scattering series for the removal
of free surface multiples provides an algorithm that doesn't require any subsurface information,
whatsoever, and the algorithm is unchanged independent of whether the earth is acoustic, elastic,
anisotropic, or absorptive. Not one line of code changes. Try to imagine that multiple removal from a
model matching cost function perspective. AVO is another example. The ISS states unambiguously
that all PP, PS, SS components, that is, all data components are required for explicit and direct
linear and non-linear estimates of changes in mechanical properties across a re�ector. With explicit
formulas for the linear and non-linear direct estimates that require all components. Yet essentially
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all AVO today treats the inverse problem as starting with a forward PP data modeling result, and
seek to solve that forward problem in an inverse sense. That's not solving the inverse problem.
Solving a direct forward problem in an inverse sense is not directly solving the inverse problem.
The two papers by Dr. Haiyan Zhang delineate these lessons and requirements in full math physics
detail, with synthetic and �eld data examples.

In the traditional seismic world, a P wave acoustic velocity and the phase of the recorded primary
wave are adequate to �nd a depth image. If after locating the depth image the interest is in
determining what property changes at the re�ector produced that re�ection- then it becomes an
AVO issue, and an elastic isotropic re�ection coe�cient as a function of angle was the typical choice
(except in cases of fractures when anisotropic elastic was indicated) to perform amplitude analysis.
Nothing less than elastic isotropic model would be used for amplitude analysis and parameter
estimation. Now the industry is rushing after an amplitude analysis model matching method,
often using a single parameter acoustic model, and calling itself, "full wave-�eld inversion". From
the amplitude analysis seismic history, experience and perspective that's a great argument against
evolution.

The Inverse Scattering Series stands alone in saying that velocity and depth are
not inextricably connected

Finally, the inverse scattering series promises that all processing goals can be achieved directly
(including depth imaging) without a velocity model and subsurface information. We sometimes
hear that there are other approaches with a similar claim, e.g. , common image gather, CIG, CFP,
CRS, weighted stacks over o�set trajectories, "path integrals". All of these other methods are
indirect search methods that seek to satisfy a necessary (but not su�cient) property of a correct
depth image. And all of these indirect imaging methods believe that a direct depth imaging method
would require an accurate velocity. They believe that and they cannot �nd the velocity so they go
the indirect route, staying entirely within a framework that believes that velocity and depth are
inextricably connected. The inverse scattering series stands alone in saying that velocity and depth
are not inextricably linked and in producing a direct depth imaging algorithm without the velocity.
The ISS depth imaging methods are as direct as the free surface multiple elimination code, and has
the same three prerequisites, described above.

A new and comprehensive method for RTM from Green's theorem

The inverse scattering depth imaging without the velocity is as direct, as , e.g., RTM is with
an accurate velocity. Speaking of RTM, we have a new and consistent Green's theorem theory for
RTM, that improves both the propagation model and imaging condition in current RTM practice We
anticipate that location errors, artifacts and amplitude errors reported with current RTM application
will be mitigated or removed. A report entitled �Reverse-Time migration and Green's theorem� (in
the AR beginning on page 181), by Weglein, Stolt and Mayhan is in this Annual Report.

In the latter paper, we place Green's theorem based reverse-time migration (RTM), for the �rst
time on a �rm footing and technically consistent math-physics foundation. The required new Green
function for RTM application is developed and provided, and is neither causal, anticausal, nor a
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linear combination of these prototype Green functions, nor these functions with imposed boundary
conditions. We describe resulting fundamentally new RTM theory and algorithms, and provide a
step-by-step prescription for application in 1D, 2D and 3D, the latter for an arbitrary laterally and
vertically varying velocity �eld. The original RTM methods of running the wave equation back-
wards with surface re�ection data as a boundary condition is not a wave theory method for wave�eld
prediction, neither in depth nor in reversed time. In fact that idea corresponds to the Huygens'
principle idea which was changed and evolved into a wave theory predictor by George Green in 1826.
The original RTM methods, where (1) 'running the wave equation backward in time', and then (2)
employing a zero lag cross-correlation imaging condition, are in both of these ingredients less accu-
rate and e�ective than the Green's theorem RTM method of this paper. Furthermore, all currently
available Green's theorem methods for RTM make fundamental conceptual and algorithmic errors
in their Green's theorem formulations. Consequently, even with an accurate velocity model, current
Green's theorem RTM formulations can lead to image location errors and other reported artifacts.
Addressing the latter problems is a principle goal of the new Green's theorem RTM method of this
paper. Several simple analytic 1D examples illustrate the new RTM method. We also compare the
general RTM methodology and philosophy, as the high water mark of current imaging concepts and
application, with the next generation and emerging Inverse Scattering Series imaging concepts and
methods.

In the paper with Dr. Adriana C. Ramírez on interferometry and Green's theorem, Adriana shows
that all of "interferometry" is basically Green's theorem, known and published by George Green
is 1826. All of the brand new " virtual sources", "spurious multiples" , "mysterious artifacts" are
nether new nor spurious but simple direct consequences of Green's second identity, or violations of
that classic theorem with predicable injurious consequences. Dr. Ramírez then uses that Green's
theorem foundation to build a set of ever more e�ective methods for data reconstruction and,
exempli�es her new approaches and their added value on synthetic and �eld data.

Please �nd below the links to the M-OSRP web site regarding the following topics:

1. 2009 M-OSRP Geophysics/SEG published technical papers and tutorial (http://www.mosrp.
uh.edu/2009_SEG_Papers.html)

2. 2009 Annual Meeting Photos (http://www.mosrp.uh.edu/Annual_Meeting_Dinner_Photos_
2009.html)

3. 2009 Executive summary, update, deliverables, personnel and key-note addresses (http://
www.mosrp.uh.edu/2009_summary.html)

In summary, it has been a very good and productive year. I want to thank you for your encourage-
ment and support.

Best regards,
Art

Arthur B. Weglein
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Preprocessing 3D seismic data

J. D. Mayhan, Jr. and A. B. Weglein, M-OSRP, Physics Department, University of Houston

Abstract

This report presents the results of designing, coding, and testing three programs for preprocess-
ing 3D seismic data using Green's Theorem: data reconstruction, source signature estimation,
and deghosting. The code will be released to the sponsors after the Annual Meeting. The report
also discusses the process of transforming seismic data into the format required by M-OSRP
multiple removal code.

1 Introduction

The inverse scattering series (ISS) can perform certain tasks (e.g., free surface multiple elimina-
tion, internal multiple attenuation, and imaging) without estimates of the spatial distribution of
subsurface information. These ISS methods assume seismic data to be used for imaging consists
of primaries only, i.e., ghosts, free surface multiples (FSM's), and internal multiples (IM's) have
been removed and the source signature deconvolved. Free surface multiple elimination and internal
multiple attenuation (based on the ISS) also assume a good estimate of the source signature. In this
report, I discuss how Green's Theorem is used to deghost data and estimate the source signature.

Green's Theorem and the ISS form an integrated preprocessing and imaging chain because both are
multi-dimensional wave theoretic methods which do not require subsurface information. Hence, the
complete chain (data, estimating source signature, deghosting, removing FSM's, attenuating IM's,
and imaging) is consistent in both number of spatial dimensions (one, two, or three) and Earth
Model Type (acoustic, elastic, or anelastic). Every step in the processing chain is treated equally.

Source signature estimation and deghosting (using Green's Theorem) are based on Weglein and
Secrest (1990) and Zhang (2007), respectively. Both methods use the same analytic form of Green's
Theorem, i.e., the source signature or deghosted data is the integral over the measurement surface
of (P∇G −G∇P ) · n̂ where P and ∇P · n̂ are the measurements of the pressure wave�eld and its
vertical derivative and G is the analytic Green Function for the assumed reference medium. The
methods di�er in that Weglein and Secrest (1990) use a reference medium with a free surface (half
space of air over half space of water) and a Green Function that vanishes on the free surface whereas
Zhang (2007) uses a reference medium with no free surface (whole space of water) and a whole space
Green Function.

M-OSRP has generated code to accomplish preprocessing goals based on Green's Theorem (data
reconstruction, source signature estimation, and deghosting) and the inverse scattering series (free-
surface multiple elimination, internal multiple elimination, direct nonlinear imaging, and Q com-
pensation of primaries). The Green's Theorem methods are critically important to the success of
the inverse series methods since they may be used to bring seismic data in line with the assumptions
of inverse scattering methodology.
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Each algorithm or subseries operates on data; the output of that algorithm or subseries is the input
to the next algorithm or subseries. (1) Measured data is input to data reconstruction, whose output
is the input to (2) source signature estimation and (3) deghosting, whose output is the input to
(4) free surface multiple removal, whose output is the input to (5) internal multiple removal, whose
output is the input to (6) imaging, (7) inversion, and (8) Q compensation. The success of any
inverse scattering series task-separated algorithm hinges on the success of all the steps done before
it.

Figure 1 relates how M-OSRP approaches these issues.

1717

Marine eventsMarine events

didn’t experience the earth experienced the earth

∇

FS

no ghost ghost
∇

∇

primaries + internal multiples free surface multiples

primaries internal multiples

locate invert

Tools
Green’s theorem

Scattering Series

Figure 1: Classi�cation of marine events and how they are processed.

The total wave�eld P consists of the reference wave�eld P0 which does not experience the Earth and
the scattered wave�eld Ps which does. The reference wave�eld consists of waves which propagate
directly from the source to the receiver Gd0 and waves which have one re�ection from the free
surface (air water interface) GFS0 . The scattered wave�eld consists of ghosts, free surface multiples,
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internal multiples, and primaries. Ghosts begin their propagation moving upward from the source
(source ghosts), end their propagation moving downward to the receiver (receiver ghosts), or both
(source/receiver ghosts). Free surface multiples have at least one upward re�ection from the Earth
and at least one downward re�ection from the free surface. Internal multiples have more than
one upward re�ection from the Earth, at least one downward re�ection from the Earth, and no
downward re�ections from the free surface. For example, an nth order internal multiple has n
downward re�ections from the Earth. Primaries have only one upward re�ection from the Earth.

The classi�cation illustrated in Figure 1 is important because �methods for extracting subsurface
information from seismic data typically assume that the data consist exclusively of primaries�, so
measured data is deghosted and free surface multiples and internal multiples are removed before
further processing (Weglein et al., 2003, p. R28). ConocoPhillips tested M-OSRP code for removing
free surface multiples from 3D seismic data (three space dimensions). The research project outlined
in this report consists of developing code (in Fortran and C) to perform data reconstruction of 3D
data, estimate the source signature from measured 3D data, and deghost 3D data. The output
of this code is the input to the 3D free surface multiple removal code. PGS is in the process of
collecting 2D and 3D seismic data using their proprietary GeoStreamer R©. The preprocessing code
is being tested using this new data.

This report outlines the basic theory and results of producing 3D Green's Theorem based prepro-
cessing code and is organized as follows: the theory underpinning the code is discussed, followed by
a discussion of the code itself.

2 Green's Theorem preprocessing theory - tutorial

2.1 Data reconstruction

This subsection outlines the theory used in M-OSRP's 3D data reconstruction code. The code is
based on Weglein and Secrest (1990) who use Scattering Theory (a subset of Perturbation Theory)
and Green's Theorem. Scattering Theory expresses (i) the actual medium as the sum of a reference
medium (chosen for its mathematical convenience) and a perturbation and (ii) the actual wave�eld
P as the sum of a reference wave�eld G (also chosen for its mathematical convenience) and a
perturbation. Green's Theorem tells us a wave�eld P inside a volume V can be computed from
measurements of P and its (outward pointing) normal derivative ∂P/∂n on the surface S of V .

In a marine experiment, the reference medium is chosen to be a half space of air over a half space
of water, and V is chosen to be a right circular cylinder bounded from below by the towed cable
and from above by the free surface (the air water interface) (Figure 2.7). Green's Theorem gives
the following expression for the wave�eld:

−Ps(~r, ~rs, ω)

=
∮

dS′ n̂ · [P (~r ′, ~rs, ω)∇ ′G0(~r, ~r ′, ω)−G0(~r, ~r ′, ω)∇ ′P (~r ′, ~rs, ω)]. (1)
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where ~r is the observation/prediction point, ~rs is the location of the air gun array, and the integral
is taken over the surface S of the cylinder. The integral over the surface of the cylinder is reduced
to one over the towed cable using the following steps:

1. The contribution to the surface integral in Equation (1) over the vertical sides of the cylinder
can be made to approach zero by letting the radius of the cylinder go to in�nity because the
physical wave�eld goes to zero at in�nity (Sommerfeld radiation condition).

2. The contribution to the surface integral over the free surface is zero because (i) P = 0 at the
free surface and (ii) the Green Function used in the surface integral is constructed to vanish
on the free surface.

Hence, Equation (1) can be rewritten in the form:

−Ps(~r, ~rs, ω)

=
∫
m.s.

dS′ [P (~r ′, ~rs, ω)
dG+

0

dz′
(~r, ~r ′, ω)−G+

0 (~r, ~r ′, ω)
dP

dz′
(~r ′, ~rs, ω)]. (2)

where Ps is the scattered wave�eld produced by the Earth, m.s. is the measurement surface, and the
Green Function is chosen to be the causal solution of the wave equation for the reference medium
so that its contribution to the surface integral goes to zero as the distance from its source goes to
in�nity.

The Green Function in Equations (1) and (2), constructed to vanish on the free surface, is given by
(Morse and Feshbach, 1953, pp. 812-813):

• In 3D:

G+
0 (~r, ~r ′, ω) = − 1

4π

(
exp (ikR+)

R+
− exp (ikR−)

R−

)
where k = ω/c0, c0 is the speed of sound in the reference medium, R± =√

(x− x ′)2 + (y − y ′)2 + (z ∓ z ′)2, (x, y, z) are the coordinates of the observation/prediction
point, and (x′, y′, z′) are the coordinates of the receivers on the towed cable.

• In 2D:

G+
0 (~r, ~r ′, ω) = − i

4
(H(1)

0 (kR+)−H(1)
0 (kR−))

where H
(1)
0 is the zeroth order Hankel function of the �rst kind (de�ned by J0 + iY0 where J

and Y are Bessel functions of the �rst and second kind, respectively).

If the towed cable measures P only, one option for estimating dP/dz′ is the high frequency approx-
imation dP/dz′ = ∇′P (~r ′, ~rs, ω) · n̂ ≈ ikP (~r ′, ~rs, ω) where k = ω/c0 (Ramírez, 2007, pp. 69-70).
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Knowledge of the vertical derivative provides the direction of wave�eld propagation (i.e., whether
up- or downgoing waves), and the high frequency approximation is a one-way wave approximation.
In a marine experiment, ghost re�ections invalidate the assumption of one way wave propagation.
If the towed air gun array is above the towed cable (sz < gz), even the direct wave invalidates this
assumption. Hence, the high frequency and one way wave approximation is not valid (Ramírez,
2007, p. 70) (Ramírez and Weglein, 2009, p. 22).

If the towed cable measures both P and ∂P/∂n (e.g., PGS GeoStreamer R©), the scattered wave�eld
Ps can be reconstructed above the towed cable (Ramírez, 2007).

Inside/outside the integration volume is an important concept in Green's Theorem. The measure-
ment surface (m.s.) divides all space into inside/outside the integration volume. The normal (n̂)
to the m.s. points toward the �outside� of the integration volume.

∫
m.s. gives the wave�eld insid-

e/outside the integration volume due to sources outside/inside the integration volume (extinction
theorem). Above the cable, the portion of the total wave�eld P due to sources below the cable
is the scattered wave�eld Ps produced by the Earth, and below the cable the portion of the total
wave�eld P due to sources above the cable is the direct wave�eld P0 produced by the air guns.
Selecting the integration volume between the free surface and the m.s. gives the scattered wave�eld
Ps if the observation point is inside the integration volume/above the cable or the direct wave�eld
P0 if the observation point is outside the integration volume/below the cable.
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Consider an electromagnetic analogy (Figure 1.2). Sources inside/outside the integration volume
induce sources on the m.s. that create the �eld outside/inside the integration volume (Orfanidis,
2008, pp. 679-681) (Jackson, 1999, pp. 36-37).

2.2 Numeric insights

The form of Equation (2):

−Ps(~r, ~rs, ω)

=
∫
m.s.

dS′ [P (~r ′, ~rs, ω)
dG+

0

dz′
(~r, ~r ′, ω)−G+

0 (~r, ~r ′, ω)
dP

dz′
(~r ′, ~rs, ω)]

says its images are not simple. The integrand is the di�erence of two spectral products, each of
which indicates a convolution in the t domain for each value of ~r ′. Each term in each product is
symmetric about a di�erent point: P about the physical source at ~rs and G

+
0 about the observation

point at ~r. For example, Figure (2) shows P and dP/dz for a re�ectivity data set with xs = 0m.
Choosing x = 625m o�set and letting x′ vary over the length of the towed cable gives Figure (3)
(showing P dG0/dz) and G0 dP/dz). Choosing x = 3750m o�set gives Figure (4), and choosing
x = 3750m o�set gives Figure (5). Note that the time depth of the horizontal line in Figures (3)-(5)
corresponds to the time required for the wave�eld to traverse the horizontal distance between ~rs
and ~r. For example, in Figure (4) the time depth is ≈ 2.5 s which is 3750m/1500m/s.

More on M-OSRP's theory of Green's Theorem based data reconstruction can be found in Ramírez
(2007, chap. 4).
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Figure 2: P (left), dP/dz (right)

2.3 Source signature estimation

This subsection outlines the theory used in the 3D source signature estimation code. M-OSRP's
source signature estimation code is also based on Weglein and Secrest (1990) who derive two equa-
tions containing the source signature: the Lippmann-Schwinger Equation and a second equation
derived from Green's Theorem. Comparing the two equations gives an equation for the source
signature as a function of measured 3D data and a reference medium Green Function. The same
geometry is used as in data reconstruction except the observation point ~r is below the towed cable,
i.e., outside the integration volume (Figure 2.2).

The Lippmann-Schwinger part begins with the constant density acoustic wave equation for the
pressure �eld P created by a source A(t) at position ~rs, restates wave speed c(~r) as a function of
reference medium speed c0 and a perturbation α(~r), and converts the partial di�erential equation
into an integral equation (the Lippmann-Schwinger Equation) involving a causal Green Function
(to ensure a causal solution for P ). The result is

P̃ (~r, ~rs, ω) = Ã(ω)G+
0 (~r, ~rs, ω) +

∫
∞
d~r ′G+

0 (~r, ~r ′, ω)
ω2

c2
0

α(~r ′)P̃ (~r ′, ~rs, ω). (3)
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Figure 3: P dG0/dz (left), G0 dP/dz (right) for 625m o�set

The Green's Theorem part begins with: (1) a reference medium consisting of a half space of air
overlaying a half space of water, (2) a perturbation α(~r) which parameterizes the di�erence between
the lower part of the half space of water and Earth, (3) an integration volume V consisting of a
hemisphere bounded from above by the measurement surface, (4) a free surface (air-water interface)
above the measurement surface (i.e., outside V ), and (5) a source ~rs on or above the measurement
surface (i.e., outside V ). Substituting the above, the partial di�erential equation for the pressure
�eld P , and the corresponding reference medium Green Function di�erential equation into Green's
Theorem, and for consistency with Equation (3) choosing a causal Green Function gives

P̃ (~r, ~rs, ω) =
∫
∞
d~r ′G+

0 (~r ′, ~r, ω)
ω2

c2
0

α(~r ′)P̃ (~r ′, ~rs, ω)

+
∮
S
dS′ n̂ · [P̃ (~r ′, ~rs, ω)∇ ′G+

0 (~r ′, ~r, ω)−G+
0 (~r ′, ~r, ω)∇ ′P̃ (~r ′, ~rs, ω)]. (4)

Equation (3) is valid for all space, whereas Equation (4) is valid only for the volume V . Comparing
Equations (3) and (4) in V gives an equation for the source signature:

Ã(ω) =
1

G+
0 (~r, ~rs, ω)

∮
S
dS′ n̂ · [P̃ (~r ′, ~rs, ω)∇ ′G+

0 (~r ′, ~r, ω)
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Figure 4: P dG0/dz (left), G0 dP/dz (right) for 3750m o�set

−G+
0 (~r ′, ~r, ω)∇ ′P̃ (~r ′, ~rs, ω)]. (5)

Note that Equation (5) is computing more than a traditional source signature, i.e., instrument
response is included. The integral provides an estimate of the source signature for an air gun array
including anisotropic radiation pattern. How to incorporate this nonanalytic source signature into
the existing M-OSRP formalism is an active research topic for another graduate student in M-OSRP
(Jinlong Yang).

The details of the above derivation can be found in Appendix A.

2.4 Deghosting

This section outlines the theory used in the 3D deghosting code. The theory of deghosting based on
Green's Theorem is covered in Zhang (2007, chap. 2). The geometry di�ers from that used in data
reconstruction and source signature estimation. The reference medium is a whole space of water
with three sources (air guns, Earth, and free surface) (Figure 2.10).

The procedure begins with (1) a reference medium consisting of a whole space of water, (2) a
perturbation αair(~r ′) which parameterizes the di�erence between the reference medium and air, (3)
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Figure 5: P dG0/dz (left), G0 dP/dz (right) for 6875m o�set

a perturbation αEarth(~r ′) which parameterizes the di�erence between the reference medium and
Earth, (4) an integration volume V consisting of a hemisphere bounded below by the measurement
surface, (5) a free surface (air-water interface) above the measurement surface (i.e., inside V ), and
(6) a source ~rs on or above the measurement surface (i.e., inside V ). Substituting the above into
Green's Theorem and invoking the Sommerfeld radiation condition give the receiver side deghosting
equation:

P̃ deghostedreceiver (~r, ~rs, ω)

=
∫
m.s.

dS′ [P̃ (~r ′, ~rs, ω)
dG+

0

dz′
(~r ′, ~r, ω)−G+

0 (~r ′, ~r, ω)
dP̃

dz′
(~r ′, ~rs, ω)]. (6)

where P̃ deghostedreceiver (~r, ~rs, ω) is the deghosted (receiver side) wave�eld, and P̃ (~r ′;~rs;ω) and dP̃ /dz′(~r ′;~rs;ω)
are the hydrophone measurements and their spatial derivatives (in the frequency domain). Using
reciprocity, a similar integration on the source side will remove source ghosts, i.e.,

P̃ deghosted(~r, ~rs, ω)

=
∫
m.s.

dS′ [P̃ (~r ′, ~rs, ω)
dG+

0

dz′
(~r ′, ~rs, ω)−G+

0 (~r ′, ~rs, ω)
dP̃

dz′
(~r ′, ~rs, ω)]. (7)
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In Equation (7) P̃ (~r ′, ~rs, ω) is the output of Equation (6) and the m.s. is at the source depth.

In 2D Equation (6) can be written in the form∮
S
dS′ n̂ · [P̃ (~r ′, ~rs, ω)∇ ′G+

0 (~r ′, ~r, ω)−G+
0 (~r ′, ~r, ω)∇ ′P̃ (~r ′, ~rs, ω)]

= P̃ (~r, ~rs, ω)−
∫
V
d~r ′G+

0 (~r ′, ~r, ω)k2
0αair(~r

′)P̃ (~r ′, ~rs, ω)

−Ã(ω)G+
0 (~r, ~rs, ω). (8)

The physical meaning of Equation (8) is that the total wave�eld at ~r can be separated into three
parts: (1) the direct wave which travels from the source at ~rs to ~r (third term on the right-hand
side), (2) the pressure �eld whose last motion is downward from the free surface (second term on
the right-hand side), and (3) the pressure �eld whose last motion is upward from the Earth (the
entire right-hand side).

The details of the above derivation can be found in Appendix B.
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3 Results

3.1 Testing Green's Theorem code

The code was tested using the following data sets (listed chronologically):

Data set Type No. No. No. ∇P · n̂
cables receivers shots

Re�ectivity (BP) Synthetic 1 121 1 (a)
WesternGeco/Statoil/ Synthetic 41 801 281 (a)
Lawrence Livermore
ExxonMobil Synthetic 1 1201 1 (b)
PGS Field 1 648 (c) Given
Re�ectivity (OASES) Synthetic 1 501 1 (a)
�Simple� Synthetic 1 601 1 Given

(a) Data contains P only so the code was tested using the high frequency and one way wave
approximation ∇P · n̂ ≈ ikP .
(b) Data contains P and Vz (vertical component of particle velocity) so the code was tested using
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Pz = −iρωVz where ρ is the mass density of the reference medium.
(c) Varies with line.

Here are some sample numeric results using WesternGeco synthetic data. Figure 6 is shot 140 (left)
and the Ricker wavelet used to generate the WesternGeco data (right). Figure 7 is the estimated
source signatures using shot 140/cable 21/receivers 301-501 (left) and shot 1/cable 21/receivers
1-801 (right). The WesternGeco synthetic data (P only) does not satisfy the assumptions of the
Green's Theorem code so the high frequency and one way wave approximation ∇P · n̂ ≈ ikP was
used, yet the code managed to extract reasonable source signatures.
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Figure 6: P (left), input source signature (right)

Here are some sample results using re�ectivity synthetic data. Figure 8 is P (left) and dP/dz
(right) for cable depth 140m where the latter was estimated by taking P for cable depth 150m
minus P for cable depth 140m and dividing by 10m. Figure 9 shows the estimated wave�eld using
the high frequency and one way wave approximation (left) and dP/dz (right). Comparing the two
panels shows that using dP/dz gives a weaker direct wave and stronger primaries and multiples,
i.e., a more reasonable predicted wave�eld. In like manner, Figure 10 shows the estimated source
signature using ikP (left) and dP/dz (right). Using the latter extracts a more reasonable source
signature.
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Figure 7: Est. source signatures

3.2 �Unfolding� data for input to 3D free surface multiple elimination code

The input to the 3D free surface multiple elimination (FSME) code must have colocated sources
and receivers. Hence, the data output by the Green's Theorem code must be �unfolded� from a
physical pattern to a pattern of colocated sources and receivers. The WesternGeco synthetic data
consists of 22-physical �les, 20 with data, one with the source Ricker wavelet, and one with the
direct arrival. Each data �le contains 14-shots (with 15-shots in �le number 20), so our �rst output
was a 14× 14× 14× 14 hypercube, i.e., with 14-points along each of the four mutually orthogonal
axes: sx, sy, gx, and gy. A Unix shell was used which: (1) reads one line of 14-shots and 14-lines
each of 14-receivers, (2) �mirrors� 13-lines each of 14-receivers through the line of shots (which is
coincident with the �rst line of receivers) to form a 14 × 27 grid, and (3) replicates and trims the
14 × 27 grid to create a 14 × 14 × 14 × 14 hypercube. The data created by this process increased
from 100M (input) to 163M (output), a 63% increase.

Our second Unix shell was designed to replicate the data used by ConocoPhillips in the Spring of
2009 to test the 3D FSME code. The WesternGeco synthetic data has 41-lines of 801-receivers so
they created a 41×41×41×41 hypercube with 41-points along each of the four mutually orthogonal
axes. The data created by our Unix shell increased from 292M (input) to 12.0G (output), a 4100%
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Figure 8: P (left) and dP/dz (right)

increase.

Please note the Unix shells work only because they take advantage of the symmetry properties of
the WesternGeco synthetic data in the cross line direction and the fact that the receivers are not
moving. Field data is not as symmetric. Creating the data necessary for colocated sources and
receivers will require (i) using �nearby� shots to approximate a given shot or (ii) reconstructing
near o�set data. During the �rst author's internship it was learned that Green's Theorem code
can not do near o�set data reconstruction. The hypothesis that the weighted limited aperture
migration/inversion method (stationary phase approximation) is better for data extrapolation may
be tested (Ramírez, 2007, chap. 3).

3.3 3D free surface multiple elimination code with and without preprocessing
by Green's Theorem code

The reader is referred to Terenghi (2010).
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Figure 9: Using ikP (left) and dP/dz (right)

4 Summary

3D Green's Theorem code has been developed and tested on synthetic data. The problem of
transforming synthetic data into colocated sources and receivers (required by multiple removal
code) has been addressed. Future work will involve testing 3D Green's Theorem code on �eld data
and addressing the problem of transforming �eld data.
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Figure 10: Using ikP (left) and dP/dz (right)

6 Appendices

A Theory of source signature estimation

M-OSRP's theory of source signature estimation is covered in Weglein and Secrest (1990) who
derive two equations containing the source signature: the Lippmann-Schwinger equation and a
second equation derived from Green's Theorem. Comparing the two equations gives an equation for
the source signature as a function of measured 3D data and a reference medium Green Function.

A.1 Lippmann-Schwinger Approach

The constant density acoustic wave equation for the pressure �eld P created by a source A(t) at
position ~rs is (

∇2 − 1
c2(~r)

∂2

∂t2

)
P (~r, ~rs, t) = A(t)δ(~r − ~rs). (9)
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Fourier transforming from the time domain to the frequency domain gives:(
∇2 +

ω2

c2(~r)

)
P̃ (~r, ~rs, ω) = Ã(ω)δ(~r − ~rs). (10)

Restating wave speed c(~r) as a function of reference medium speed c0 and an actual medium
perturbation α(~r) gives:

1
c2(~r)

=
1
c2

0

(1− α(~r)). (11)

Substituting Equation (11) into Equation (10) gives:(
∇2 +

ω2

c2
0

)
P̃ (~r, ~rs, ω) = Ã(ω)δ(~r − ~rs) +

ω2

c2
0

α(~r)P̃ (~r, ~rs, ω). (12)

Converting Equation (12) from a partial di�erential equation into an integral equation (the Lippmann-
Schwinger equation) gives

P̃ (~r, ~rs, ω) = Ã(ω)G̃0(~r, ~rs, ω) +
∫
∞
d~r ′G̃0(~r, ~r ′, ω)

ω2

c2
0

α(~r ′)P̃ (~r ′, ~rs, ω). (13)

Because the Lippmann-Schwinger equation covers all space, there is no boundary condition to
impose a causal solution; therefore, choose a causal Green Function G̃+

0 to get a causal solution
P̃ (~r, ~rs, ω):

P̃ (~r, ~rs, ω) = Ã(ω)G̃+
0 (~r, ~rs, ω) +

∫
∞
d~r ′G̃+

0 (~r, ~r ′, ω)
ω2

c2
0

α(~r ′)P̃ (~r ′, ~rs, ω). (14)

A.2 Green's Theorem Approach

Weglein and Secrest (1990) de�ne the following to isolate the source signature:
(1) a reference medium consisting of a half space of air above a half space of water,
(2) a perturbation α(~r) which converts the lower part of the half space of water into Earth,
(3) an integration volume V consisting of a hemisphere bounded from above by the measurement
surface (the plane z = 0),
(4) a free surface (air-water interface) above the measurement surface (i.e., outside V ), and
(5) a source ~rs on or above the measurement surface (again outside V ).

Substituting P̃ and G̃0 into Green's Theorem gives∫
V
d~r ′[P̃ (~r ′, ~rs, ω)∇′2G̃0(~r ′, ~r, ω)− G̃0(~r ′, ~r, ω)∇′2P̃ (~r ′, ~rs, ω)] =∮

S
dS′ n̂ · [P̃ (~r ′, ~rs, ω)∇ ′G̃0(~r ′, ~r, ω)− G̃0(~r ′, ~r, ω)∇ ′P̃ (~r ′, ~rs, ω)], (15)
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where V is the hemispheric volume de�ned above, and S is the hemisphere's surface. Substituting
Equation (12) and its corresponding reference medium Green Function di�erential equation into
Equation (15) gives:∮

S
dS′ n̂ · [P̃ (~r ′, ~rs, ω)∇ ′G̃0(~r ′, ~r, ω)− G̃0(~r ′, ~r, ω)∇ ′P̃ (~r ′, ~rs, ω)]

=
∫
V
d~r ′[P̃ (~r ′, ~rs, ω) ∇′2G̃0(~r ′, ~r, ω)︸ ︷︷ ︸

(−ω2/c20)G̃0(~r ′,~r,ω)+δ(~r ′−~r)

−G̃0(~r ′, ~r, ω) ∇′2P̃ (~r ′, ~rs, ω)︸ ︷︷ ︸
(−ω2/c20)P̃ (~r ′,~rs,ω)+ω2

c20
α(~r ′)P̃ (~r ′,~rs,ω)+Ã(ω)δ(~r ′−~rs)

]

=
∫
V
d~r ′[−ω

2

c2
0

G̃0(~r ′, ~r, ω)P̃ (~r ′, ~rs, ω)︸ ︷︷ ︸
cancels

+δ(~r ′ − ~r)P̃ (~r ′, ~rs, ω)

+
ω2

c2
0

P̃ (~r ′, ~rs, ω)G̃0(~r ′, ~r, ω)︸ ︷︷ ︸
cancels

−ω
2

c2
0

α(~r ′)P̃ (~r ′, ~rs, ω)G̃0(~r ′, ~r, ω)

−Ã(ω)δ(~r ′ − ~rs)G̃0(~r ′, ~r, ω)]

=
∫
V
d~r ′[P̃ (~r ′, ~rs, ω)δ(~r ′ − ~r)− ω2

c2
0

α(~r ′)P̃ (~r ′, ~rs, ω)G̃0(~r ′, ~r, ω)

−Ã(ω)δ(~r ′ − ~rs)G̃0(~r ′, ~r, ω)]. (16)

Choosing ~r ∈ V gives:∮
S
dS′ n̂ · [P̃ (~r ′, ~rs, ω)∇ ′G̃0(~r ′, ~r, ω)− G̃0(~r ′, ~r, ω)∇ ′P̃ (~r ′, ~rs, ω)]

=
∫
V
d~r ′[P̃ (~r ′, ~rs, ω)δ(~r ′ − ~r)︸ ︷︷ ︸eP (~r,~rs,ω)

−ω
2

c2
0

α(~r ′)P̃ (~r ′, ~rs, ω)G̃0(~r ′, ~r, ω)

−Ã(ω) δ(~r ′ − ~rs)︸ ︷︷ ︸
0

G̃0(~r ′, ~r, ω)]

= P̃ (~r, ~rs, ω)−
∫
V
d~r ′

ω2

c2
0

α(~r ′)P̃ (~r ′, ~rs, ω)G̃0(~r ′, ~r, ω). (17)

If the support for α ∈ V , rearranging Equation (17) gives:

P̃ (~r, ~rs, ω)

=
∫
V
d~r ′G̃0(~r ′, ~r, ω)

ω2

c2
0

α(~r ′)P̃ (~r ′, ~rs, ω)
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+
∮
S
dS′, n̂ · [P̃ (~r ′, ~rs, ω)∇ ′G̃0(~r ′, ~r, ω)− G̃0(~r ′, ~r, ω)∇ ′P̃ (~r ′, ~rs, ω)]

=
∫
∞
d~r ′G̃0(~r ′, ~r, ω)

ω2

c2
0

α(~r ′)P̃ (~r ′, ~rs, ω)

+
∮
S
dS′ n̂ · [P̃ (~r ′, ~rs, ω)∇ ′G̃0(~r ′, ~r, ω)− G̃0(~r ′, ~r, ω)∇ ′P̃ (~r ′, ~rs, ω)]. (18)

In Equation (18) the surface integral involves actual pressure measurements and their vertical deriva-
tives. Hence, the surface integral will choose a causal solution. For consistency with Equation (14)
choose a causal Green Function which gives:

P̃ (~r, ~rs, ω) =
∫
∞
d~r ′G̃+

0 (~r ′, ~r, ω)
ω2

c2
0

α(~r ′)P̃ (~r ′, ~rs, ω)

+
∮
S
dS′ n̂ · [P̃ (~r ′, ~rs, ω)∇ ′G̃+

0 (~r ′, ~r, ω)− G̃+
0 (~r ′, ~r, ω)∇ ′P̃ (~r ′, ~rs, ω)] (19)

A.3 Comparing approaches

Comparing Equations (14) and (19) gives an equation for the source signature:

Ã(ω) =
1

G̃+
0 (~r, ~rs, ω)

∮
S
dS′ n̂ · [P̃ (~r ′, ~rs, ω)∇ ′G̃+

0 (~r ′, ~r, ω)

−G̃+
0 (~r ′, ~r, ω)∇ ′P̃ (~r ′, ~rs, ω)]. (20)

A few comments about Equation (20):
(1) Equation (20) is one form of the �triangle relation� relating the pressure wave�eld P̃ (~r ′, ~rs, ω)
and its vertical derivative ∇ ′P̃ (~r ′, ~rs, ω) along with the source signature Ã(ω). In this instance, the
�rst two variables are used to calculate the third.
(2) The numerator and denominator in Equation (20) can be evaluated at any ~r ∈ V .
(3) The source signature estimation code uses the 3D form G̃+

0 (~r, ~rs, ω) = exp (ikR)/R where
k = ω/c0 and R = |~r − ~rs| (Morse and Feshbach, 1953, p. 810).
(4) If the air gun array is replaced by a single isotropic source at ~rs then P0(~r, ~rs, ω) = A(ω)G+

0 (~r, ~rs, ω)
and:

A(ω) =
1
N

N∑
i=1

P0(~ri, ~rs, ω)
G+

0 (~ri, ~rs, ω)

=
1
N

N∑
i=1

Ai(ω)G+
0 (~ri, ~rs, ω)

G+
0 (~ri, ~rs, ω)

=
1
N

N∑
i=1

Ai(ω) (21)

Equation (21) can be unstable near ~rs because 1/G+
0 can �blow up�, so the code uses 1/(G+

0 + ε).
Thanks to Dr. Warren Ross (ExxonMobil) for suggesting the form Equation (21).
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B Theory of deghosting

M-OSRP's theory of Green's Theorem deghosting is covered in Zhang (2007, pp. 19-23). The
procedure de�nes the following to separate upward moving and downward moving waves:
(1) a reference medium consisting of a whole space of water,
(2) a perturbation αair(~r ′) which converts the upper part of the whole space into air,
(3) a perturbation αEarth(~r ′) which converts the lower part of the whole space into Earth,
(4) an integration volume V consisting of a hemisphere bounded from below by the measurement
surface (the plane z = 0),
(5) a free surface (air-water interface) above the measurement surface (i.e., inside V ), and
(6) a source ~rs on or above the measurement surface (again inside V ).

The procedure also de�nes the following:
(7) a causal Green Function G+

0 (~r ′, ~r, ω) in the whole space reference medium,
(8) k0 = ω/c0,
(9) ~r ∈ V and on or below the free surface, and
(10) S as the hemisphere's surface.

Substituting the above into Green's Theorem (Equation (15)) gives:∮
S
dS′ n̂ · [P̃ (~r ′, ~rs, ω)∇ ′G+

0 (~r ′, ~r, ω)−G+
0 (~r ′, ~r, ω)∇ ′P̃ (~r ′, ~rs, ω)]

=
∫
V
d~r ′[P̃ (~r ′, ~rs, ω)δ(~r ′ − ~r)︸ ︷︷ ︸eP (~r,~rs,ω)

−k2
0(αair(~r ′) + αEarth(~r ′)︸ ︷︷ ︸

0

)P̃ (~r ′, ~rs, ω)G+
0 (~r ′, ~r, ω)

− Ã(ω)δ(~r ′ − ~rs)G+
0 (~r ′, ~r, ω)︸ ︷︷ ︸eA(ω)G+

0 (~rs,~r,ω)

]

= P̃ (~r, ~rs, ω)−
∫
V
d~r ′k2

0αair(~r
′)P̃ (~r ′, ~rs, ω)G+

0 (~r ′, ~r, ω)

−Ã(ω)G+
0 (~rs, ~r, ω)︸ ︷︷ ︸
G+

0 (~r,~rs,ω)

= P̃ (~r, ~rs, ω)−
∫
V
d~r ′G+

0 (~r ′, ~r, ω)k2
0αair(~r

′)P̃ (~r ′, ~rs, ω)

−Ã(ω)G+
0 (~r, ~rs, ω). (22)

The physical meaning of Equation (22) is that the total wave�eld at ~r can be separated into three
parts:
(1) the direct wave which travels from the source at ~rs to ~r (third term on the right hand side),
(2) the pressure �eld whose last motion is downward from the free surface (second term on the
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right-hand side), and
(3) the pressure �eld whose last motion is upward from the Earth (the entire right-hand side).
Hence, Equation (22) is the receiver side deghosting algorithm.

Letting the radius of the hemisphere go to ∞, the Sommerfeld radiation condition gives:

P̃ deghosted(~r, ~rs, ω) =
∫
m.s.

dS′ n̂ · [P̃ (~r ′, ~rs, ω)∇ ′G+
0 (~r ′, ~r, ω)

−G+
0 (~r ′, ~r, ω)∇ ′P̃ (~r ′, ~rs, ω)], (23)

where P̃ (~r ′;~rs;ω) and ∇ ′P̃ (~r ′;~rs;ω) are respectively the hydrophone measurements and their spa-
tial derivatives (in the frequency domain). Using reciprocity, a similar integration on the source
side will remove source ghosts.

If the derivative of the pressure is not measured, M-OSRP's procedure predicts the pressure and
its vertical derivative on a �pseudo-measurement surface� located between the free surface and the
measurement surface using pressure measurements on the cable plus the source signature. The
procedure includes a �double Dirichlet� Green Function GDD0 (~r ′, ~r, ω) which vanishes on the mea-
surement surface as well as the free surface. GDD0 (~r ′, ~r, ω) is a solution of:

∇′ 2GDD0 (~r ′, ~r, ω) + k2
0G

DD
0 (~r ′, ~r, ω) = δ(~r ′ − ~r) +

∞∑
n=1

aiδ(~r ′ − ~ri), (24)

where ai = ±1, and ~ri is the position of the ith mirror image of ~r as the wave�eld re�ects from the
Earth and free surface. Substituting Equation (24) into Green's Theorem (Equation (15)) gives:∮

S
dS′ n̂ · [P̃ (~r ′, ~rs, ω)∇ ′GDD0 (~r ′, ~r, ω)−GDD0 (~r ′, ~r, ω)∇ ′P̃ (~r ′, ~rs, ω)]

=
∫
V
d~r ′[P̃ (~r ′, ~rs, ω)∇′ 2GDD0 (~r ′, ~r, ω)−GDD0 (~r ′, ~r, ω)∇′ 2P̃ (~r ′, ~rs, ω)]

=
∫
V
d~r ′[P̃ (~r ′, ~rs, ω)

− k2
0G

DD
0 (~r ′, ~r, ω)︸ ︷︷ ︸
cancel

+δ(~r ′ − ~r) +
∞∑
n=1

aiδ(~r ′ − ~ri)


−GDD0 (~r ′, ~r, ω)

− k2
0P̃ (~r ′, ~rs, ω)︸ ︷︷ ︸

cancel

+A(ω)δ(~r ′ − ~rs) + k2
0(αair(~r ′) + αEarth(~r ′))P̃ (~r ′, ~rs, ω)

]

=
∫
V
d~r ′P̃ (~r ′, ~rs, ω)δ(~r ′ − ~r) +

∫
V
d~r ′P̃ (~r ′, ~rs, ω)

∞∑
n=1

aiδ(~r ′ − ~ri)

−
∫
V
d~r ′GDD0 (~r ′, ~r, ω)A(ω)δ(~r ′ − ~rs)

−
∫
V
d~r ′GDD0 (~r ′, ~r, ω)k2

0αair(~r
′)P̃ (~r ′, ~rs, ω)

−
∫
V
d~r ′GDD0 (~r ′, ~r, ω)k2

0αEarth(~r ′)P̃ (~r ′, ~rs, ω). (25)

31



Green's theorem preprocessing M-OSRP09

Choosing V to be the space sandwiched between the free surface and measurement surface and
~r ∈ V gives:∫

m.s.
dS′ n̂ · [P̃ (~r ′, ~rs, ω)∇ ′GDD0 (~r ′, ~r, ω)−GDD0 (~r ′, ~r, ω)︸ ︷︷ ︸

=0

∇ ′P̃ (~r ′, ~rs, ω)]

=
∫
V
d~r ′P̃ (~r ′, ~rs, ω)δ(~r ′ − ~r)︸ ︷︷ ︸

= eP (~r,~rs,ω)

+
∫
V
d~r ′P̃ (~r ′, ~rs, ω)

∞∑
n=1

aiδ(~r ′ − ~ri)︸ ︷︷ ︸
=0

−
∫
V
d~r ′GDD0 (~r ′, ~r, ω)A(ω)δ(~r ′ − ~rs)︸ ︷︷ ︸

=GDD0 (~rs,~r,ω)A(ω)

−
∫
V
d~r ′GDD0 (~r ′, ~r, ω)k2

0 αair(~r
′)︸ ︷︷ ︸

=0

P̃ (~r ′, ~rs, ω)−
∫
V
d~r ′GDD0 (~r ′, ~r, ω)k2

0 αEarth(~r ′)︸ ︷︷ ︸
=0

P̃ (~r ′, ~rs, ω)

= P̃ (~r, ~rs, ω)−GDD0 (~rs, ~r, ω)A(ω).

Hence:

P̃ (~r, ~rs, ω) = A(ω)GDD0 (~rs, ~r, ω) +
∫
m.s.

dS′, n̂ · P̃ (~r ′, ~rs, ω)∇ ′GDD0 (~r ′, ~r, ω). (26)

Taking the derivative of Equation (26) gives:

∂

∂z
P̃ (~r, ~rs, ω) = A(ω)

∂

∂z
GDD0 (~rs, ~r, ω) +

∫
m.s.

dS′ n̂ · P̃ (~r ′, ~rs, ω)∇ ′ ∂
∂z
GDD0 (~r ′, ~r, ω). (27)

The procedure predicts the pressure and its vertical derivative on the pseudo measurement surface
using Equations (26) and (27), respectively, and performs receiver side deghosting on the pseudo-
measurement surface using Equation (23) (Zhang and Weglein, 2005, p. 2).

After receiver side deghosting, using reciprocity, the procedure predicts the pressure and its vertical
derivative on the source side using:

P̃ (~r, ~rs, ω) =
∫
m.s.

dS′ n̂ · P̃ (~r ′, ~rs, ω)∇ ′GDD0 (~r ′, ~r, ω), (28)

∂

∂z
P̃ (~r, ~rs, ω) =

∫
m.s.

dS′ n̂ · P̃ (~r ′, ~rs, ω)∇ ′ ∂
∂z
GDD0 (~r ′, ~r, ω). (29)

which are the same as Equations (26) and (27) with their �rst right-hand side terms omitted. When
the receivers are below the source, all �eld components (the direct wave, the downward moving
pressure �eld re�ected from the free surface, and the deghosted pressure �eld) are ∈ V . However,
when the receiver is above the sources, only two components (the downward moving pressure �eld
re�ected from the free surface and the deghosted pressure �eld) are ∈ V ; the direct wave is /∈ V .
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After predicting the pressure and its vertical derivative using Equations (28) and (29), the procedure
performs source side deghosting on the pseudo-measurement surface using Equation (23).

When coding the above, it was assumed that ∂P/∂n is measured and the following forms were used
in the code (Morse and Feshbach, 1953, p. 810):
In 3D G+

0 (~r, ~rs, ω) = exp (ikR)/R where k = ω/c0 and R = |~r − ~rs|, and
GDD0 (~r, ~rs, ω) = exp (ikR+)/R+ − exp (ikR−)/R− where k = ω/c0, and
R± =

√
(x− xs)2 + (y − ys)2 + (z ∓ zs)2.

In 2D G+
0 (~r, ~rs, ω) = − i

4H
(1)
0 (kR+) and

GDD0 (~r, ~rs, ω) = − i
4(H(1)

0 (kR+)−H(1)
0 (kR−)).

C Running the code

The Green's Theorem code will be released to the sponsors after the Annual Meeting. It will be
posted on the M-OSRP website (mosrp.uh.edu) along with test data and user documentation.

D Theory of free surface multiple elimination

M-OSRP's theory of Free Surface Multiple Elimination (FSME) is derived in Carvalho (1992). This
derivation has been included here because the �rst author is running the 3D FSME code with
and without the 3D Green's Theorem code (using synthetic and �eld data) to test the hypothesis
that deghosting and source signature estimation by the 3D Green's Theorem code will enable more
competent prediction of free surface multiples by the 3D FSME code.

If a given term in the forward scattering series creates a certain type of data, that term in the inverse
scattering series removes that type of data, e.g., if there is no free surface, there are no ghosts and
free surface multiples in the data. Hence, G0 must be of the form Gd0 + GFS0 where GFS0 acts to
create and remove ghosts and free surface multiples.

Deghosting is accomplished by multiplying each inverse scattering series equation from the left and
right by G−1

0 then Gd0; now the outer G0's have been replaced by Gd0 (but the inner G0's are still
Gd0 +GFS0 ).

Gd0V1G
d
0 = D (30)

Gd0V2G
d
0 = −Gd0V1G0V1G

d
0 (31)

Gd0V3G
d
0 = −Gd0V1G0V2G

d
0 −Gd0V2G0V1G

d
0

−Gd0V1G0V1G0V1G
d
0 (32)

...

Reasoning by analogy, the subseries for free surface multiple elimination is developed by replacing
the inner instances of G0 in the above equations with GFS0 .

Gd0V1G
d
0 = D′1 (33)
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Gd0V2G
d
0 = −Gd0V1G

FS
0 V1G

d
0 (34)

Gd0V3G
d
0 = −Gd0V1G

FS
0 V2G

d
0 −Gd0V2G

FS
0 V1G

d
0

−Gd0V1G
FS
0 V1G

FS
0 V1G

d
0 (35)

...

where D′1 is deghosted data.

Rewrite Equation (35) in the suggestive form:

Gd0V3G
d
0 = −Gd0V1G

FS
0 V2G

d
0 −Gd0V2G

FS
0 V1G

d
0

−Gd0 V1G
FS
0 V1︸ ︷︷ ︸
−V2

GFS0 V1G
d
0

= −Gd0V1G
FS
0 V2G

d
0−Gd0V2G

FS
0 V1G

d
0︸ ︷︷ ︸

cancels

+Gd0V2G
FS
0 V1G

d
0︸ ︷︷ ︸

cancels

= −Gd0V1G
FS
0 V2G

d
0 (36)

Gd0VnG
d
0 = −Gd0V1G

FS
0 Vn−1G

d
0 (37)

D′ =
∞∑
n=1

D′n =
∞∑
n=1

Gd0VnG
d
0. (38)

Fourier transform Equation (38) into the (kg, ks, ω) domain:

D′(kg, ks, ω) =
∞∑
n=1

D′n(kg, ks, ω), (39)

where D′n(kg, ks, ω) =
1

iπρ0B(ω)

∫ ∞
−∞

dk q exp (iq(εg + εs))

×D′1(kg, k, ω)D′n−1(k, ks, ω) (40)

for n = 2, 3, 4, . . . Equations (40) and (39) are used in M-OSRP's 2D free surface multiple elimination
code.

The procedure Carvalho (1992, pp. 12�14, 29�30) derives Equation (40) from Equation (30) and a
causal Green Function (Equation (43) derived below). The procedure de�nes the following in 2D:
B(ω) is the source signature,
c0 =

√
κ0/ρ0 is the speed of sound in the reference medium (water),

k =
√
k2
x + k2

z ,
kg, ks, and kx are the Fourier conjugates of xg, xs, and x, respectively,
kz = −(qg + qs),
κ0 is the bulk modulus of water,
q = sgn(ω)

√
(ω/c0)2 − k2

x,

qg = sgn(ω)
√

(ω/c0)2 − k2
g ,

qs = sgn(ω)
√

(ω/c0)2 − k2
s ,
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ρ0 is the density of water,
(x, z) is a point in 2D space,
(xg, εg) is the line receiver location, and
(x′, z′) = (xs, εs) is the line source location.

D.1 Derivation of the Green Function

The procedure chooses a reference medium consisting of a half space of water with a free surface at
z = 0. L0G0 = δ takes the form(

∇2 +
ω2

c2
0

)
G0(x, z, x′, z′;ω) = −ρ0δ(x− x′)[δ(z − z′)− δ(z + z′)]. (41)

δ(z − z′) models an impulsive source at depth z′, and δ(z + z′) models an impulsive source that
�looks like� it originates at height −z′ above the free surface because its pressure wave has re�ected
o� the free surface (method of images). Fourier transforming Equation (41) with respect to x gives:(

(−ikx)2 +
d2

dz2
+
ω2

c2
0

)
G0(kx, z, x′, z′;ω)

=

 d2

dz2
+
ω2

c2
0

− k2
x︸ ︷︷ ︸

q2

G0(kx, z, x′, z′;ω)

= − ρ0√
2π

exp (−ikxx′)[δ(z − z′)− δ(z + z′)]. (42)

The causal solution of Equation (42) is:

G+
0 (kx, z, x′, z′;ω) =

ρ0√
2π

exp (−ikxx′)
−2iq

(exp (iq|z − z′|)− exp (iq|z + z′|)) (43)

= − ρ0√
2π

exp (−ikxx′)
2iq

exp (iq|z − z′|)︸ ︷︷ ︸
Gd0

+
ρ0√
2π

exp (−ikxx′)
2iq

exp (iq|z + z′|)︸ ︷︷ ︸
GFS0

(44)

(De Santo, 1992, Chapter 2) (Carvalho, 1992, (2.3) p. 12).

D.2 Derivation of Equation (40)

Letting D0(kg, ks, ω) = D(kg, ks, ω)/B(ω) gives:

D0(kg, ks, ω) = Gd0V1G
d
0
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=
∫ ∞
−∞

∫ ∞
−∞

dx dz
ρ0√
2π

exp (−ikgx)
−2iqg

×(exp (iqg|z − εg|)− exp (iqg|z + εg|))V1(x, z, ω)

× ρ0√
2π

exp (iksx)
−2iqs

(exp (iqs|z − εs|)− exp (iqs|z + εs|))

=
ρ2

0

2π
1

(2i)2qgqs

∫ ∞
−∞

∫ ∞
−∞

dx dz

× exp (−ikgx)(exp (iqg(z − εg))− exp (iqg(z + εg)))V1(x, z, ω)
× exp (iksx)(exp (iqs(z − εs))− exp (iqs(z + εs)))

=
ρ2

0

2π
1

(2i)2qgqs

∫ ∞
−∞

∫ ∞
−∞

dx dz

× exp (−ikgx) exp (iqgz)(exp (−iqgεg)− exp (iqgεg)︸ ︷︷ ︸
−2i sin (qgεg)

)V1(x, z, ω)

× exp (iksx) exp (iqsz)(exp (−iqsεs)− exp (iqsεs)︸ ︷︷ ︸
−2i sin (qsεs)

)

=
ρ2

0

2π
sin (qgεg) sin (qsεs)

qgqs

∫ ∞
−∞

∫ ∞
−∞

dx dz

× exp (−ikgx) exp (iqgz)V1(x, z, ω) exp (iksx) exp (iqsz) (45)

(Carvalho, 1992, (2.5) p. 12 and (2.6) p. 13).

Now V1 is needed.

V = L0 − L = ∇ · 1
ρ0
∇+

ω2

κ0
−
(
∇ · 1

ρ(~r)
∇+

ω2

κ(~r)

)
= ∇ ·

(
1
ρ0
− 1
ρ(~r)

)
∇+ ω2

(
1
κ0
− 1
κ(~r)

)

= ∇ · 1
ρ0

1− ρ0

ρ(~r)︸ ︷︷ ︸
β(~r)

∇+ ω2 1
κ0

1− κ0

κ(~r)︸ ︷︷ ︸
α(~r)


= ∇ · β(~r)

ρ0
∇+ ω2α(~r)

κ0
(46)

(Carvalho, 1992, (1.6) p. 6).

Combining Equations (45) and (46) gives:

D0(kg, ks, ω) =
ρ2

0

2π
sin (qgεg) sin (qsεs)

qgqs

∫ ∞
−∞

∫ ∞
−∞

dx dz

× exp (−ikgx) exp (iqgz)
(
∇ · β1(~r)

ρ0
∇+ ω2α1(~r)

κ0

)
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× exp (iksx) exp (iqsz)

=
ρ2

0

2π
sin (qgεg) sin (qsεs)

qgqs
(I1 + I2)

where I1 ≡
∫ ∞
−∞

∫ ∞
−∞

dx dz exp (−ikgx) exp (iqgz)ω2α1(~r)
κ0

× exp (iksx) exp (iqsz) (47)

and I2 ≡
∫ ∞
−∞

∫ ∞
−∞

dx dz exp (−ikgx) exp (iqgz)∇ ·
β1(~r)
ρ0
∇

× exp (iksx) exp (iqsz). (48)

Rewriting Equation (48) gives:

I2 =
∫ ∞
−∞

∫ ∞
−∞

dx dz∇ ·
[
exp (−ikgx) exp (iqgz)

β1(~r)
ρ0

× ∇(exp (iksx) exp (iqsz))]

−
∫ ∞
−∞

∫ ∞
−∞

dx dz
β1(~r)
ρ0
∇(exp (iksx) exp (iqsz))

·∇(exp (−ikgx) exp (iqgz)). (49)

(Jackson, 1999, inside front cover, 7th Vector Formula).

The �rst integral in Equation (49) vanishes (use the divergence theorem, then the expression inside
the square brackets vanishes at ∞ by causality). The second integral in Equation (49) gives:

I2 = −
∫ ∞
−∞

∫ ∞
−∞

dx dz
β1(~r)
ρ0

(iksx̂+ iqsẑ)(exp (iksx) exp (iqsz))

·(−ikgx̂+ iqg ẑ)(exp (−ikgx) exp (iqgz))

= −
∫ ∞
−∞

∫ ∞
−∞

dx dz
β1(~r)
ρ0

(kskg − qsqg)

× exp (iksx) exp (iqsz) exp (−ikgx) exp (iqgz). (50)

Substituting Equations (47) and (50) into Equation (45) gives:

D0(kg, ks, ω) =
ρ2

0

2π
sin (qgεg) sin (qsεs)

qgqs

∫ ∞
−∞

∫ ∞
−∞

dx dz

exp (−i(kg − ks)x) exp (−i(−qg − qs)z)

×
[
ω2α1(x, z)

κ0
+ (qgqs − kgks)

β1(x, z)
ρ0

]
. (51)

Performing the Fourier transforms gives:

D0(kg, ks, ω) =
ρ2

0

2π
sin (qgεg) sin (qsεs)

qgqs

[
ω2
˜̃α1(kg − ks,−qg − qs)

κ0
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+ (qgqs − kgks)
˜̃
β1(kg − ks,−qg − qs)

ρ0

 . (52)

where [. . .] = V1(kg, ks, ω). Therefore:

V1(kg, ks, ω) =
2π
ρ2

0

qgqs
sin (qgεg) sin (qsεs)

D0(kg, ks, ω)

=
2π
ρ2

0

(2i)2qgqsD0(kg, ks, ω)
(exp (iqgεg)− exp (−iqgεg))(exp (iqsεs)− exp (−iqsεs))

=
2π
ρ2

0

−4qgqs exp (iqgεg) exp (iqsεs)
(exp (2iqgεg)− 1)(exp (2iqsεs)− 1)

D0(kg, ks, ω)︸ ︷︷ ︸
D(kg ,ks,ω)/B(ω)

= 2π
−4
B(ω)

qgqs
ρ2

0

exp (iqgεg) exp (iqsεs)

× D(kg, ks, ω)
(exp (2iqgεg)− 1)(exp (2iqsεs)− 1)︸ ︷︷ ︸

D′1(kg ,ks,ω)

(53)

Using Equation (44) to transform Equation (37) into the (kg, ks, ω) domain gives:

Vn(kg, ks, ω) =
1

2π

∫ ∞
−∞

dk
ρ0

−2iq
V1(kg, k, ω)Vn−1(k, ks, ω) (54)

Substituting Equation (53) into Equation (54) (for all terms except the �rst) give the desired result:

Vn(kg, ks, ω) =
1

2π
ρ0

−2i

∫ ∞
−∞

dk

q

× 2π
−4
B(ω)

qgq

ρ2
0

exp (iqgεg) exp (iqεs)︸ ︷︷ ︸
drop

D′1(kg, k, ω)

× 2π
−4
B(ω)

qqs
ρ2

0

exp (iqεg) exp (iqsεs)︸ ︷︷ ︸
modify

D′n−1(k, ks, ω)

=
1

2π
ρ0

−2i

∫ ∞
−∞

dk

q
D′1(kg, k, ω)

×2π
−4
B(ω)

q2

ρ2
0

exp (iqεg) exp (iqεs)D′n−1(k, ks, ω)

= 2π
1

iπρ0B(ω)

∫ ∞
−∞

dk q exp (iq(εg + εs))

×D′1(kg, k, ω)D′n−1(k, ks, ω) (55)

which is the desired form to within a factor of 2π.
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3D Free-Surface Multiple Prediction: numerical testing and coding update

P. Terenghi and A.B. Weglein

Abstract

M-OSRP maintains a highly optimized three-dimensional implementation of the inverse scatter-
ing free-surface multiple elimination algorithm designed to run on largely distributed computing
systems. Thanks to the contributions of many researchers, the project is currently at a stage
where the code is being re�ned in order to facilitate testing on �eld data, realistic synthetics,
and where possible to relax assumptions which are not required by theory. This note provides
new results on synthetic data and coding updates with respect to the version released in Summer
2009.

1 Theory and requirements

The M-OSRP three-dimensional free-surface multiple prediction code implements the theory pre-
sented in Carvalho (1992), Araujo et al. (1994), Weglein et al. (1997) and in Section 5 of Weglein
et al. (2003). The derivation begins with the choice of a homogeneous half-space of water as a
background medium and considers wave-propagation according to the laws governing 2D media.
However, the choice of propagation and model-type (whether the medium is acoustic or elastic, 2D
or 3D) becomes completely transparent in the �nal expression. Ultimately, the algorithm may be
considered multi-dimensional and model-type independent.

The inverse scattering algorithm for free-surface multiple prediction is formulated according to a
series whose �rst term involves a de-ghosted version of the di�erence between the responses of the
actual (G) and reference medium (G0), according to:

(G−G0)deghost = Gd0V1G
d
0 (1)

where V1 represents a �rst order approximation to the earth properties, obtained in terms of the
input data.

The response of the reference medium (a half-space of water) may be decomposed in two contri-

butions: the direct arrival Gd0 and its ghost re�ections (Gfs0 ) traveling from the source up to the
free-surface and from the free-surface down to the receivers:

G0 = Gd0 +Gfs0 . (2)
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on the other hand, Gd0 may be regarded as the impulse response of a whole-space of water without
a free-surface.

The quantity on the right-hand side of Equation (1) represents the input data: the �rst step for
the elimination of surface multiples is the subtraction of the reference wave-�eld from the total
wave-�eld. The algorithm is in fact set to operate on data without a direct arrival and its ghost
re�ections either on the source and the receiver side.

Additionally, both source and receiver-side ghost-re�ections should be eliminated for the part of the
wave-�eld resulting from the actual medium where its properties di�er form those of the reference
medium. Further, the knowledge of the source signature will largely improve the estimation of
multiples and facilitate the task of subtracting them from the initial data. Clearly, an optimal best
result in multiple elimination will depend on how accurately the requirements are met.

A family of data-driven pre-processing algorithms, including wave-�eld separation (cancels the direct
wave-�eld and its ghost), wavelet estimation, ghost removal (removes source and receiver ghosts),
data-reconstruction, suitable for the said purpose may be obtained starting from Green's second
identity (Green, 1828), (Ramirez and Weglein, 2009). Those algorithms naturally compliment the
inverse scattering theory in establishing wave-equation compliant end-to-end processing of seismic
data from acquisition to imaging and inversion.

The expression for V1 obtained by resolving the �rst-order Expression (1) may be used in the
second-order expression:

(G0V2G0)m = −(G0V1G0V1G0)m (3)

where the subscript m indicates evaluation at the measurement surface. The inverse scattering
free-surface multiple prediction algorithm is then obtained by selecting the contribution to V2 from
the Green's Function deriving from the free-surface Gfs0 only. The �nal expression is a series for
deghosted and free-surface-multiple-free data D' in terms of deghosted data D′1, where the initial
term is:

D′(kg, ks, ω) =
∞∑
n=1

D′n(kg, ks, ω) (4)

with the symbols kg, ks and ω representing the wave-numbers along the source and receiver axes
and the angular frequency, respectively. All subsequent terms are computed using the recursive
expression:

D′n =
1

iπρ0A(ω)

∫ +∞

−∞
dk q eiq(zg+zs) D′1(kg, k, ω) D′n−1(k, ks, ω) (5)

where q is an obliquity factor given by:
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q = sign(ω)

√
ω2

c2
o

− k2, (6)

and zs and zg are the depth below the free surface of the sources and receivers, respectively. The
source wavelet A(ω) appears in the denominator, to represent spectral deconvolution by the source
signature.

2 Coding update

The 3D free surface inverse scattering series multiple removal code was written by Sam Kaplan
during his collaboration with M-OSRP between 2004 and 2006 (Kaplan et al., 2005). Before the
code could be extensively tested, Sam Kaplan began his PhD studies at the University of Alberta
and the code was subsequently debugged by in Simon Shaw (ConocoPhillips) and Kris Innanen
(M-OSRP) (Innanen et al., 2008). Further undocumented e�orts are due to Haiyan Zhang (Conoco
Phillips) and Zhiqiang Wang (M-OSRP) during 2009.

The majority of the code remains to date unchanged vs. the version released during Summer 2009.
It was however deemed convenient to review some coding choices regarding the organization of data
samples in the Fourier domain. The old code operated on Fourier transformed data sampled on a
discontinuous axis:

[0,∆kx, ...,+
1

2∆x
,− 1

2∆x
, ...,−∆kx],

a strategy that requires a large number of indices to keep track of positive and negative frequencies
separately. In the new version, we implement spectral shifts (�tshift) and re-arrange the Fourier
spectra in monotonically increasing order:

[− 1
2 ∗∆x

, ..., 0, ...,+
1

2 ∗∆x
].

The cost of performing the additional re-shu�ing is largely compensated by the simpli�cation in
the indexing scheme for the most intensive internal loops. Because of the new layout convention,
separate loops along the positive and negative spatial frequency axes can be merged into single
loops and many related variables can be discarded.

In connection with the said modi�cation, the code now can handle any relationships between spatial
sampling rates in the four directions of space, while the older versions assumed equal or denser
sampling on the receiver side than on the source side (dxs > dxg) (Kaplan et al., 2005).

It is however important to point out that the theoretical requirement remains, that the input data
must represent an actual wave-�eld. That condition is met if the recording area (or receiver spread)
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covers the same surface area as the shooting area. In practice,the code only checks that the following
conditions hold:

nxs ·∆xs = nxg ·∆xg , nys ·∆ys = nyg ·∆yg

within limits dependent on the minimum wavelength in the data. It thus remains the user's respon-
sibility to make sure that the absolute locations match.

3 Numerical Examples: isolated di�ractor

This example demonstrates the new capability of the 3D FS multiple code to handle all di�erent
spatial sampling rates for sources and receivers in the in-line and cross-line directions. Here, the
sampling parameters are as follows:

∆xs = 12.5m , ∆xg = 10.0m , nxs = 40 , nxg = 50,
∆ys = 10.0m , ∆yg = 12.0m , nsy = 30 , nyg = 25.

The data feature two seismic events (a ghost-free primary and its surface multiple) generated by
an ideal point-di�ractor in an acoustic half-space characterized by water speed. Figure (1) displays
a two-dimensional section, parallel to the receiver in-line axis, extracted from the �ve-dimensional
input data hyper-volume.

The source signature is a zero-phase Ricker wavelet with a peak amplitude at 30Hz and maximum
frequency at 60Hz. Given the sampling rates in all four dimensions of space, the dataset satis�es
anti-aliasing criterion:

∆x ≤ c

2fmax
(7)

where ∆x is a generic spatial sampling increment, c is the speed of seismic waves and fmax is the
highest temporal frequency in the data.

Figure (2) shows a two-dimensional section of the output prediction corresponding to the input
pro�le portrayed above. The result appears accurate despite some diagonal coherent artifacts which
can be attributed to the abrupt truncation of seismic events and insu�cient spatial tapering.

4 Numerical examples: WesternGeco synthetics

The numerical exercise described here is the natural continuation of work carried out at Cono-
coPhillips during 2009, which led to the �rst release of the 3D inverse scattering free-surface pre-
diction code. A set of acoustic synthetic seismic data generated using the �nite di�erence method
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Figure 1: Isolated di�ractor: in-line section of the input data.

Figure 2: Isolated di�ractor: multiples predicted by the 3D algorithm.
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was made available by WesternGeco during 2009 for the purpose of testing and debugging the 3D
inverse scattering free-surface multiple prediction code.

The data simulate a 3D marine acquisition over a set of realistic geological structures. The employed
subsurface model is characterized by cylindrical symmetry, where steep dips and rapid velocity
variations only occur along one horizontal direction of space (in-line), while no variations occur
along the orthogonal cross-line direction.

The virtual acquisition covers an area of 7Km in the in-line direction (parallel to the sail line) and
0.5Km along the cross-lines. While previous tests favored cross-line aperture (Innanen et al., 2008)
involving only a limited in-line extent, for this exercise we choose to begin from a narrow azimuth
3D geometry composed of 5 sail lines and the corresponding 5 lines of receivers used in their entire
in-line length. The utilized data geometry thus covers an area of 7000m by 50m. Further, we make
provisions for further testing at larger cross-line apertures of 125m, 250m and 500m.

Spectral analysis reveals how this data yield signi�cant amplitudes up to a temporal frequency of
fmax = 60Hz. For that value of fmax, the synthetic only satis�es the spatial anti-aliasing criterion
(7) on the receiver side while some negative e�ect of source-side aliasing may be expected in our
�nal results.

Figure 3: FK spectra of a sample shot: left frame: input; middle frame: multiples obtained without wavelet
information; right frame: multiples obtained using wavelet information.

Figure (5) displays �ve shot gathers (receiver line at zero cross-line o�set) selected at equal distance
along the in-line direction. A simple visual inspection of the data reveals the increasing geologic
complication in the data for increasing depth.

In our �rst attempt, we chose to predict free-surface multiples ignoring the wavelet requirement.
The Algorithm (5) is then evaluated with A(ω) = 1. Figure (6) shows the leading order (n = 2)
predicted surface multiples at the same locations as in Figure (5). As expected, the results show that
multiples are correctly predicted at any depth (recording time) regardless of the level of geologic
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Figure 4: Wavelets used within the multiple prediction algorithm. Left: true source signature used for
modeling of the data; right: e�ective wavelet, incorporating the averaged e�ect of source and
receiver ghosts.

complication. The expected negative e�ect of spatial aliasing on the source side can be noticed in
the surroundings of all predicted events in the form of a small-amplitude diagonal �checkerboard
texture�. In a more careful analysis, we notice how the di�erences in temporal resolution and
a moderate time shift between the input data and the prediction would make the elimination of
multiples ine�ective in practice.

Such di�erences can be further characterized using the f-k amplitude spectra of the input data and
of the result. In Figure (3), the frame on the left represents the f-k spectrum of an input shot gather
while the middle frame represents the f-k spectrum of the multiples predicted at that same location.
The frequency extent (along the vertical axis) of the spectrum in the left frame is clearly smaller
than in that in the middle as a result of the missing compensation (deconvolution) for the input
source signature.

In an ideal situation where the wavelet information is available, the Algorithm (5) o�ers the chance to
compute predictions closer to the actual multiples recorded in the input data. However, the optimal
choice of wavelet depends on whether or not the ghost re�ections have been previously removed
in the input data. For the case of previously deghosted data, the optimal choice is certainly the
theoretical signature of the source which, for synthetics, corresponds to the waveform fed into the
�nite di�erence modeling tool. For the case of non-deghosted data, the best result in multiple
prediction is obtained using the combined e�ect of the theoretical source and its ghost re�ection
(an example of both cases is described in Figure 4).

Since the data made available for our example do not include measurements for the wave-�eld's
vertical derivative (which is fundamental for Green's Theorem deghosting described elsewhere in
this report), our results are presented using the second approach. We therefore estimate the e�ective
source signature by singling out the �rst arrival at an intermediate o�set (wavelet on the right in
Figure (4)).

Figure (7) displays the same leading order result as in Figure (6) when a suitable estimate of the
input wavelet is used. Visual inspection reveals a better correspondence between the computed mul-
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tiples and the multiples in the input data (Figure (5)). The improved correspondence is con�rmed
by the spectral plot in the right frame of Figure (3). In the middle and right frames, it is worth
noticing how source-side spatial aliasing a�ects the prediction in the well-sampled receiver domain
starting at 30Hz.

5 Conclusion and Future plan

The inverse scattering series provides a rigorous framework for the formulation of a free-surface
multiple prediction and elimination algorithm. We provided an update on the status of the three-
dimensional implementation which has been simpli�ed and modi�ed to release restrictions on the
sampling of the input data.

The new code and its new features were tested on new and larger synthetic examples. The results
con�rm both the accuracy of the method and its dependence on the accuracy of all pre-processing
requirements, including the removal of ghost re�ections and the estimation of the source signature.

The updated version of the code will be made available to the sponsors shortly after the annual
meeting.
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Figure 5: Input data: �ve shot gathers at zero crossline-o�set taken along the central in-line from the
WesternGeco data.
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Figure 6: Input data: surface multiples predicted by the inverse scattering algorithm without using wavelet
information. The data locations are the same as shown in Figure (5).
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Figure 7: Input data: surface multiples predicted by the inverse scattering algorithm using wavelet infor-
mation. The data locations are the same as shown in Figure (5).
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E�cacy determination and e�ciency advances for the inverse scattering series
internal multiple removal: an update, land data testing and evaluation

Shih-Ying Hsu and Arthur B. Weglein

Abstract

In this report, we review the inverse scattering series (ISS) internal multiple attenuation algo-
rithm and outline changes to the current implementation of the 1D algorithm. The e�ectiveness
of the 1D algorithm and e�ciency improvement of the multi-dimensional version of the algo-
rithm are discussed as well. The �rst published results on land data demonstrate the e�cacy
of the 1D ISS internal multiple attenuation algorithm (Fu et al., 2010) . For increasing e�-
ciency of the multi-dimensional version of the algorithm, the preliminary results show a 75%
cost savings of the current 2D ISS internal multiple code using quasi-Monte Carlo integration
(Hsu et al., 2010) and we anticipate greater cost savings for a 3D implementation of the ISS
internal multiple algorithm.

1 Introduction

Multiple removal/attenuation has long been recognized as an important research subject in seismic
exploration. Multiples are seismic events that propagate down from the source and are recorded as
upgoing waves at a receiver with at least one downward re�ection. Depending on the location of
the downward re�ections, multiples are divided into free-surface multiples and internal multiples.
Free-surface multiples have at least one downward re�ection at the free-surface. Internal multiples
have all downward re�ections below the measurement surface. When exploring o�shore areas, the
most dominant multiples are associated with the re�ections at the free surface; thus, performing
free surface de-multiple is often su�cient. However, when exploring complex marine areas, internal
multiples become relevant. When exploring onshore areas, the internal multiples predominate and
can have destructive interference with primaries or be misinterpreted as primaries if not attenuat-
ed/removed properly.

Free surface de-multiple technology has reached a mature status in seismic processing. There is a
toolbox available with e�ective and practical algorithms (see, e.g., Verschuur et al., 1992; Carvalho,
1992). On the other hand, e�ective and e�cient algorithms for internal multiple removal still need
development work to be robust in practice. The ISS internal multiple attenuation algorithm was
�rst proposed by Araújo et al. (1994) and Weglein et al. (1997). It is a data-driven algorithm,
independent of subsurface information that predicts internal multiples for all horizons at once.
This algorithm predicts the correct traveltimes and an approximated amplitude of the true internal
multiples in the data. Ramírez and Weglein (2005) extended the theory from attenuation towards
elimination by improving the amplitude prediction. Matson (1997) extended the theory for land
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and ocean bottom applications (see also Matson and Weglein, 1996) and showed the �rst towed-
streamer �eld data example using the 2D version of the algorithm (Matson et al., 1999). Other
implementations were done by Coates and Weglein (1996), Otnes et al. (2004) and Kaplan et al.
(2005).

In this note, we brie�y review the ISS internal multiple attenuation algorithm in the second section
and outline the status of the ISS internal multiple code in Section 3. In Section 4, we summarize
the e�ectiveness of inverse scattering internal multiple attenuation (IMA) algorithm on land data
(Fu et al., 2010). The implementation of quasi-Monte Carlo integration method to increase the
computational e�ciency of the IMA 2D code (Hsu et al., 2010) is addressed in Section 5, followed
by conclusions.

2 Theory

We start with the forward scattering series derived from the Lippmann-Schwinger equation:

G = G0 +G0V G, (1)

which can be expanded in a forward series:

G = G0 +G0V G0 +G0V G0V G0 + · · · , (2)

where G and G0 are the actual and reference Green's functions. De�ne D = G − G0 as the
measurement of the scattered �eld and expand the perturbation V as a series:

V = V1 + V2 + V3 + · · · , (3)

where Vn is the portion of V corresponding to the n-th order in the data.

Substituting Vn =
∑

n Vn into equation (2) and set terms of equal order in the data equal gives the
inverse scattering series in terms of data:

D = G0V1G0, (4)

0 = G0V2G0 +G0V1G0V1G0, (5)

0 = G0V3G0 +G0V2G0V1G0 +G0V1G0V2G0 +G0V1G0V1G0V1G0, (6)

....

Equation (6) can be written as:

G0V3G0 = −G0V1G0V2G0 −G0V2G0V1G0 −G0V1G0V1G0V1G0

= G0V31G0 +G0V32G0 +G0V33G0,
(7)

where

V31 = −V1G0V2,

V32 = −V2G0V1,

V33 = −V1G0V1G0V1.

(8)
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The �rst two terms in equation (7) are refraction-like events associated with primaries. They
contribute to imaging and inversion and hence are not chosen for removing internal multiples. The
third term in equation (7), G0V33G0, is de�ned as a re�ection-like inverse scattering if it changes
propagation direction with respect to the measurement point after being altered by V1. Note that for
re�ection-like scattering the geometric relationship between scatterers must be lower-higher-lower
(Weglein et al., 1997).

The ISS internal multiple attenuation algorithm for a 2D earth begins with the input data, D =
G0V1G0, which is assumed to be deghosted and free-surface demultipled. For an homogeneous
background, the 2D Green's function G0 satis�es:

(∇2 +
ω2

c2
0

)G0(x, x′, z, z′;ω) = −δ(x− x′)δ(z − z′). (9)

The parameter ω is temporal frequency, c0 is the constant background velocity, (x′, z′) denotes the
source location and (x, z) is any point in 2D space. Fourier transforming equation (9) over x − x′
gives:

(
∂2

∂z2
− k2

x +
ω2

c2
0

)G0(kx, z, z′;ω) = −δ(z − z′) (10)

where kx is the Fourier conjugate of x− x′. The casual solution to equation (10) is

G0(kx, z, z′;ω) =
eiq|z−z

′|

−2iq
, (11)

where the vertical wavenumber q is de�ned as:

q = sgn(ω)

√
ω2

c2
0

− k2
x. (12)

In the frequency-wavenumber (f-k) domain, the input data G0V1G0 is given by:

D(kg, ks, ω) =
∫
dx1 dx2 dz G0(x1, zg, z;ω)V1(x1, x2, z)G0(x2, z, zs;ω)

=
eiqgzg

−2iqg
V1(kg, ks, qg + qs)

e−iqszs

−2iqs
,

(13)

where x1 = xg − x and x2 = x− xs.

The parameters kg and ks are the horizontal wavenumbers for source and receiver coordinates.

The vertical source and receiver wavenumbers, qg and qs, are given by qi = sgn(ω)
√

ω2

c20
− k2

i for

i = (g, s); c0 is the constant background velocity; zs and zg are source and receiver depths.

Following similar steps, V33 = −V1G0V1G0V1 becomes:

V33(kg, ks, qg + qs) =
1

(2π)2

∫
V1(kg, k1, qg + q1)

dk1

−2iq1

×
∫
V1(k1, k2,−q1 − q2)

dk2

−2iq2
V1(k2, ks, q2 + qs)

+ residues due to poles in V1.

(14)
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The e�ective data corresponding to a single frequency plane-wave incident �eld is de�ned as

b1(kg, ks, qg + qs) = −2iqs D(kg, ks, ω). (15)

Substituting (15) into equation (14), we have:

b33(kg, ks, qg + qs) =− 1
(2π)2

∫
dk1 e

−iq1(zg−zs) b1(kg, k1, qg + q1)

×
∫
dk2 e

iq2(zg−zs) b1(k1, k2,−q1 − q2) b1(k2, ks, q2 + qs) + residues.

(16)

Note that the e�ective data b1(kg, ks, qg + qs) can be written as:

b1(kg, ks, qg + qs) =
∫ ∞
−∞

b1(kg, ks, z) ei(qg+qs)zdz

=
∫ z′

−∞
b1(kg, ks, z) ei(qg+qs)zdz +

∫ ∞
z′

b1(kg, ks, z) ei(qg+qs)zdz

(17)

where the �rst part satis�es z < z′ and the second part satis�es z > z′.

By substituting (17) into equation (16), b33 can be split into four parts corresponding to the four
diagrams in Figure 1. The portion associated with internal multiples is shown in Figure 1(d) which
satis�es a lower-higher-lower relationship given by

bIM3 (kg, ks, ω) =
1

(2π)2

∫ ∞
−∞

∫ ∞
−∞

dk1 e
−iq1(zg−zs)dk2 e

iq2(zg−zs)

×
∫ ∞
−∞

dz1 b1(kg, k1, z1) ei(qg+q1)z1

×
∫ z1−ε

−∞
dz2 b1(k1, k2, z2) e−i(q1+q2)z2

×
∫ ∞
z2+ε

dz3 b1(k2, ks, z3) ei(q2+qs)z3 (Araújo, 1994; Weglein et al., 1997).

(18)

The pseudo depth zi (i = 1, 2, 3) is the depth location resulting from constant velocity migration.
The quantity b1(kg, ks, z) corresponds to an un-collapsed migration (Weglein et al., 1997) of e�ective
incident plane-wave data, b1(kg, ks, qg + qs). The small positive number ε ensures that z1 and z3 are
always greater than z2. For band-limited data, ε is related to the width of the wavelet. The output
of equation (18), bIM3 , is associated with the measured data through the relationship:

DIM (kg, ks, ω) =
1
−2iqs

bIM3 (kg, ks, qg + qs). (19)

When we inverse Fourier transform DIM (kg, ks, ω) back to the space-time domain and subtract the
estimated internal multiples from the input data, all �rst order internal multiples are attenuated
and higher order internal multiples are altered.
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Figure 1: Diagrams corresponding to di�erent portions of G0V1G0V1G0V1G0. The three portions shown in
(a), (b) and (c) which corresponds to primaries. The only portion contributes to the �rst-order
internal multiples is shown in (d).

3 Updates on internal multiple attenuation code

The released IMA codes were written by Sam Kaplan (see Kaplan et al., 2004; 2005, for the detail).
We �x the missing step that removes the obliquity factor −2iqs from bIM3 (kg, ks, qg + qs) to obtain
the internal multiple attenuator in terms of measured data DIM (see equation (19)).

Other changes including bug-�xes and improvements contributed by Ian Moore and Adriana C.
Remírez (WesternGeco), Simon Shaw (ConocoPhillips), and Sam Kaplan (University of Alberta):

• Fixes to 'oneside' option in 1D code based on Fourier Transform property:
if f(x) = f(−x), then F (kx) = F ∗(kx).

• Fixes to scaling factors

In addition to the updates, after the collaboration and discussions with the research team in Saudi
Aramco, we are revising the sampling of obliquity factor and are currently investigating and resolving
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other issues including artifacts in the prediction. More data are being tested and the updates will
be released after the annual meeting. The coding project for the 3D ISS internal multiple algorithm
will be addressed in Terenghi and Weglein (2009).

4 Land data applications

In the theory section, we show that the ISS solves for the perturbation V using reference a Green's
function G0 and measured data D. One reasonable question to ask is what to choose for the
reference medium. To simplify the problem, the ISS needs the reference medium to agree with the
actual medium at and above the measurement surface so that the perturbation exists only below
the measurement surface. Hence, the known near surface properties, including reference velocity,
are required. This requirement may be di�cult to obtain for onshore applications where near
surface complexity often produces unavoidable errors in reference velocity measurement. However,
the task of the ISS internal multiple subseries is not solving the earth properties and thus is less
demanding on accurate reference properties. Hsu and Weglein (2008) have shown that the ISS
internal multiple attenuation algorithm is independent of the reference velocity for an 1D earth with
elastic background. The capability of predicting exact travel time of internal multiples without an
accurate reference velocity is essential for land applications.

The tests on realistic synthetic and land �eld data from Saudi Arabia have been shown in Fu
et al. (2010). The synthetic data used in this work were modeled based on a �eld sonic log which
has a large number of layers with one-foot thickness. The result of this synthetic data shows
that the strong internal multiples in the zone of interest are eliminated completely and the main
primaries are preserved. This demonstrates the strength of the ISS internal multiple algorithm,
i.e., it does not require any information about where the multiple generators reside or interpretive
intervention and it predicts internal multiples for all horizons at once. With the con�dence of the
prediction obtained from the ISS method, the land �eld data test is performed. In this case, strong
internal multiples are all generated within the complex, thin layers of the near surface. The overall
suppression of the internal multiple has improved the de�nition of the primaries, which resulted in
better interpretability of the data. Those results from Saudi Aramco are encouraging and no other
internal multiple method was able to provide similar e�ectiveness.

It should be mentioned that those data tested in Fu et al. (2010) have signi�cant interferences
between primaries and internal multiples. Hence, the degradation of the primaries due to adaptive
least-squares subtraction may occur in the results. In response to the degraded e�ectiveness due
to the presence of close interference between primaries and internal multiples, there is a pressing
need to improve the prediction and reduce the reliance on adaptive subtraction since the later may
damage the primaries.

The high predictive potential requires the amplitude and phase of internal multiples to be predicted
by the algorithm, which requires a known source signature as one of the prerequisites. Performing
source signature deconvolution reduces interference between primaries and multiples in the data,
which enables the ISS internal multiple attenuation to be extended toward elimination (Ramírez
and Weglein, 2005). The reason is that the elimination algorithm uses events in the data to predict

57



Internal multiples M-OSRP09

arrival times and amplitudes of internal multiples. The presence of inference between primaries and
multiples gives incorrect amplitudes of primaries; hence, using an interfered primary as a subevent
in the elimination algorithm will a�ect the amplitude prediction and result in degraded e�cacy.

5 Quasi-Monte Carlo integration method

As mentioned previously, the ISS internal multiple attenuation algorithm is a data-driven algorithm.
It does not require any information about the internal multiple generators, moveout di�erences, or
interpretive intervention. The algorithm predicts internal multiples for all horizons at once by trying
all possible combinations of the three subevents that can generate an internal multiple. These are
the advantages of the algorithm but there are issues as well. The major challenge of the algorithm
is its e�ciency. The computation cost of the multi-dimensional version of this algorithm is very
high and increases with the maximum output frequency in the prediction. Hence, improving the
e�ciency of the algorithm is important.

The multi-dimensional version of the ISS internal multiple attenuation algorithm requires evaluation
of multiple integrals over the entire dataset (�ve integrals in 2D and seven integrals in 3D). One
possible solution in improving the e�ciency in evaluating multiple integrals is to use a statistical
integration approach based on random sampling. A well-known method is Monte Carlo integration.
The idea is to pick a set of random points within the integration domain and then estimate the
multi-dimensional integral by averaging the values of the integrand at these selected points. Using
the Monte Carlo method, a d-dimensional integral is estimated by randomly selecting points in a
d-dimensional hypercube and averaging the value of the integrand at these points:∫ b1

a1

· · ·
∫ bd

ad

f(x1, x2, · · · , xd)dx1 · · · dxd ≈
V

N

N∑
j=1

f(θ1j , · · · , θdj), (20)

where xi is the variable of integration for i = 1, ..., d, the coordinates of the randomly selected
points in the d-dimensional space are denoted by (θ1j , · · · , θdj), and N is the total number of
random samples. The hypercube volume is denoted by V . The error in Monte Carlo integration is
independent of the dimension of the problem at hand which makes it suitable for higher-dimensional
integration. However, the convergence rate of the error is 1/

√
N , which is slow compared to classic

integration methods where regularly sampled points are used.

The quasi-Monte Carlo method, an adaptive version of Monte Carlo method, uses low-discrepancy
sampling instead of uncorrelated random sampling. Low-discrepancy points are generated by a
deterministic formula that picks sample points in a self-avoiding way. Hence, low-discrepancy points
�ll the integration space more uniformly and quickly than random points. Using low-discrepancy
points makes the quasi-Monte Carlo method more e�cient than the Monte Carlo method. In optimal
cases, the error associated with quasi-Monte Carlo decreases as fast as 1/N . The preliminary results
with numerical examples are shown in Hsu et al. (2010). With a 75% cost savings of the current
2D IMA code using quasi-Monte Carlo integration, we anticipate greater cost savings for a 3D
implementation of the ISS internal multiple algorithm (see Hsu et al. (2010) for further details).
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6 Conclusions

The 1D internal multiple algorithm has demonstrated its e�ectiveness on realistic synthetic and land
�eld data. The signi�cant interference between primaries and internal multiples makes subtraction
without damaging the primaries very di�cult to achieve. The �eld data tests indicated that the
1D algorithm is robust even with the presence of interference events. However, the degradation
of the primaries due to adaptive subtraction is visible which requires improving the prediction.
Performing source signature deconvolution enables more predictive results and hence reduces the
need for adaptive subtraction. Tests on source signature deconvolved data are underway.

In response to the computational challenge on a multi-dimensional version of the new algorithm,
a quasi-Monte Carlo integration method has been developed. The numerical tests have shown
encouraging results for a 2D implementation and greater cost savings for a 3D implementation is
anticipated. The progress on increasing e�ciency shows the potential for the algorithm to be more
realistic in the 3D marine �eld data. Further study on improving e�ciency will be continued in
collaboration with Einar Otnes and Adriana Remírez in WesternGeco.
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3D Internal Multiple Prediction coding project: preliminary notes

P. Terenghi and A.B. Weglein

Abstract

M-OSRP is starting a new coding project aimed at obtaining a 3D implementation of the inverse
scattering series internal multiple prediction algorithm. The new implementation will build on
the body of experiences and solutions built previously for the optimization and parallelization
of the existing 2D code. In particular, we recognize the 2D code written for the Blue Gene
supercomputer as the optimal starting point for developing the new code. In the �rst part
of this note, we review the previously experimented algoritmic optimization devices and adapt
them to the 3D case. In the second part, we estimate the size of the computational e�ort and the
minimum amount of computer memory required by the 3D algorithm for a range of input data
sizes. We �nd that careful management of computer memory is critical and that an adequate
parallelization strategy ought to be designed around that issue.

1 Algorithmic optimizations

The inverse scattering internal multiple attenuation algorithm was �rst derived by Araújo (1994)
and Weglein et al. (1997) as a subset of the inverse scattering series. A leading order expression for
internal multiples can be obtained by manipulating the rightmost term in the third order inverse
scattering formula:

G0V3G0 = −G0V1G0V2G0 −G0V2G0V1G0 −G0V1G0V1G0V1G0

and selecting the portion which complies with a �lower-upper-lower� relationship between scattering
interactions.

The key expression for the leading order two-dimensional algorthm (Weglein et al., 1997) is:

bIM3 (kg, ks, ω) =
1

(2π)2

∫ +∞

−∞

∫ +∞

−∞
dk1 e

−iq1(zg−zs) dk2 e
iq2(zg−zs)

×
∫ +∞

−∞
dz1 b1(kg, k1, z1)ei(qg+q1)z1

×
∫ z1−ε

−∞
dz2 b1(k1, k2, z2)e−i(q1+q2)z2

×
∫ ∞
z2+ε

dz3 b1(k2, ks, z3)ei(q2+qs)z3 , (1)
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where ω is temporal frequency; kg and ks are the horizontal wavenumbers for source and receiver
coordinates, respectively; the vertical source and receiver wavenumbers, qg and qs, are given by the

dispersion relation qi = sgn(ω)
√

ω2

c20
− k2

i for i = (g, s); c0 is the constant background velocity; zs

and zg are source and receiver depths and zi (i = 1, ..., 3) represents pseudo-depth (depth location
given by migration with background velocity).

The integrand b1 represents e�ective plane-wave incident data (data scaled by an obliquity factor):

b1(kg, ks, qg + qs) = −2iqsD(kg, ks, ω), , (2)

where D(kg, ks, ω) is the Fourier-transformed prestack data. The e�ective data are introduced in
Equation (1) after an uncollapsed Stolt migration (Weglein et al., 1997) maps b1(kg, ks, qg + qs) into
the pseudo-depth domain b1(kg, ks, zi) using the constant background velocity c0.

Using a simple mathematical device, Kaplan et al. (2004) decoupled two of the inner integrals in
Equation (1) and proposed a new expression for the 2D internal multiple attenuation algorithm (1):

bIM3 (kg, ks, ω) =
1

(2π)2

∫ +∞

−∞

∫ +∞

−∞
dk1 e

−iq1(zg−zs) dk2 e
iq2(zg−zs)

×
∫ +∞

−∞
dz1 b1(k1, k2, z1)e−i(q1+q2)z1

×
∫ +∞

z1+ε
dz2 b1(kg, k1, z2)ei(qg+q1)z2

×
∫ +∞

z1+ε
dz2 b1(k2, ks, z2)ei(q2+qs)z2 (3)

Expression (3) is mathematically identical to Expression (1) and yet computationally more e�cient
by an order of magnitude as the two integrals in dz2 can be computed in a single loop.

Starting from Equation (3), an expression of the leading order inverse scattering internal multiple
attenuator suitable for 3D data can be written as:

bIM3 (kxg, kyg, kxs, kys, ω) =
1

(2π)4

∫ ∫ ∫ ∫ +∞

−∞
dkx1dky1 e

−iq1(zg−zs) dkx2dky2 e
iq2(zg−zs)

×
∫ +∞

−∞
dz1 b1(kx1, ky1, kx2, ky2, z1)e−i(q1+q2)z1

×
∫ +∞

z1+ε
dz2 b1(kxg, kyg, kx1, ky1, z2)ei(qg+q1)z2

1Expression (3) is implemented in all versions of the internal multiple prediction code currently released by M-
OSRP.
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×
∫ +∞

z1+ε
dz2 b1(kx2, ky2, kxs, kys, z2)ei(q2+qs)z2 , (4)

where the newly introduced symbols kx(i) and ky(i), with i = g, 1, 2, s, represent the horizontal
wave-numbers along the coordinate axes x (in-line) and y (cross-line). The vertical wave-number q
is re-de�ned through the 3D dispersion relation

qi = sgn(ω)

√
ω2

c2
0

− k2
x(i) − k

2
y(i) (5)

for i=(g,1,2,s) . We notice that in the 3D theory, both the input data D and the e�ective data b1
are described by 5-dimensional quantities, replacing the 3-dimensional quantities of the 2D case:

b1(kxg, kyg, kxs, kys, qg + qs) = −2iqsD(kxg, kyg, kxs, kys, ω). (6)

Following the thread in Kaplan et al. (2004) we establish an intermediate function ρ:

ρ(kxg, kyg, kx1, ky1, kx2, ky2, kxs, kys, ω) =
∫ +∞

−∞
dz1 b1(kx1, ky1, kx2, ky2, z1)e−i(q1+q2)z1

×
∫ +∞

z1+ε
dz2 b1(kxg, kyg, kx1, ky1, z2)ei(qg+q1)z2

×
∫ +∞

z1+ε
dz2 b1(kx2, ky2, kxs, kys, z2)ei(q2+qs)z2 (7)

such that Expression (4) becomes:

bIM3 (kxg, kyg, kxs, kys, ω) =
1

(2π)4

∫ ∫ ∫ ∫ +∞

−∞
dkx1dky1 e

−iq1(zg−zs) dkx2dky2 e
iq2(zg−zs) (8)

× ρ(kxg, kyg, kx1, ky1, kx2, ky2, kxs, kys, ω)

Further, we de�ne the functions G and H as:

G(kxg, kyg, kx1, ky1, z1, ω) =
∫ +∞

z1

dz2 b1(kxg, kyg, kx1, ky1, z2) ei(qg+q1)z2

H(kx2, ky2, kxs, kys, z1, ω) =
∫ +∞

z1

dz2 b1(kx2, ky2, kxs, kys, z2) ei(q2+q2)z2 (9)
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whose discrete values Gi and Hi can be conveniently computed by recursion (Kaplan et al., 2004),
starting from the highest available pseudo-depth zn (for simplicity, dependence on angular frequency
and horizontal wavenumbers is omitted):

Gn = b1(kxg, kyg, kx1, kx2, zn) ei(qg+q1)zn

Hn = b1(kx2, ky2, kxs, kys, zn) ei(q2+q2)zn (10)

and then up to the surface using expressions:

Gi−1 = Gi + ∆z2 b1(kxg, kyg, kx1, ky1, zi−1) ei(qg+q1)zi−1

Hi−1 = Hi + ∆z2 b1(kx2, ky2, kxs, kys, zi−1) ei(q2+qs)zi−1 (11)

where ∆z indicates the discrete counterpart of dz. We now rewrite Equation (4) as:

ρ(kxg, kyg, kx1, ky1, kx2, ky2, kxs, kys, ω) =∫ +∞

−∞
dz1 b1(kx1, ky1, kx2, ky2, z1) e−i(q1+q2)z1 G(kxg, kyg, kyg, kx1, ky1, z1, ω) H(kx2, ky2, kxs, kys, z1, ω)

(12)

and notice how a single realization of ρ for a �xed set of horizontal wavenumbers kxg, kyg, kx1, ky1,
kx2, ky2, kxs, kys (three integrals in dz) can now be computed in a single loop over the depth axis.

A second important observation is that every realization of ρ requires the same amount of compu-
tation, regardless of the choice of kx1, ky1, kx2 and ky2 (Kaplan et al., 2005).

2 Parallelization

In this section we focus on parallelization as a means to expedite the outer integrations along the
horizontal wave-number axes. Based on an estimate of the CPU and memory resources required
for the computation of the 3D algorithm, we review here the suitability of certain parallelization
solutions devised previously for the 2D case.

2.1 Load balance

It is useful to anticipate that the optimal parallelization strategy results from distributing the
load equally across all computing nodes. At the end of the previous section we identi�ed a single
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realization of ρ as a convenient unit for work load, characterized by a constant computing cost per
realization. That unit is the base for the parallelization strategy which constitutes the backbone of
our horizontal optimizations.

Therefore, optimal load balancing depends on an accurate estimate of the number of realizations of
ρ required to compute the algorithm.

The 3D Algorithm (4) shows that determining a single element in bIM3 (for given values of kxg, kyg,
kxs, kys and ω) requires the integration of function ρ along four dimensions kx1, ky1, kx2 and ky2.
However, the dispersion relation relates the vertical wavenumbers to their horizontal counterparts
and factually limits the range of integration along those four axes.

In particular, on the right-hand side of Equation (4) we have:

q1 = sgn(ω)

√
ω2

c2
0

− k2
x1 − k2

y1 q2 = sgn(ω)

√
ω2

c2
0

− k2
x2 − k2

y2. (13)

The e�ective integration range will be given by the domain of the non-evenescent wave-�eld, which
is characterized by real-valued vertical wave-numbers q1 and q2:

Drhs = {(kx1 , ky1 , kx2 , ky2 , ω) | (
√
k2
x1 + k2

y1 ,
√
k2
x2 + k2

y2) ≤ ω2

c2
0

}. (14)

Clearly, the range of the integrals in kx1, ky1, kx2 and ky2 will increase with the value of ω. If nk
is the number of samples along each of the two-sided spatial wave-number axes kxi and kyi (with
i = 1, 2), then, at a given angular fequency ω, the number of discrete wave-number samples in

Domain (14) is proportional to the product of the areas of two circles k2
xi + k2

yi = ω2

c20
with i = 1, 2:

N rhs
ω = π(

nk
2

)2 · π(
nk
2

)2 = π2(
nk
2

)4. (15)

Similarly, on the left-hand side of Equation (4) we have:

qg = sgn(ω)

√
ω2

c2
0

− k2
xg − k2

yg qs = sgn(ω)

√
ω2

c2
0

− k2
xs − k2

ys (16)

Since only the non-evanescent portion of the output bIM3 is of interest, then only the combinations
of kxg, kyg, kxs, kys and ω which correspond to real values of qg and qs will be considered:

Dlhs = {(kxg , kyg , kxs , kys , ω) | (
√
k2
xg + k2

yg ,
√
k2
xs + k2

ys) ≤
ω2

c2
0

} (17)
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Again, at a given angular fequency ω, the number of discrete wave-number samples in domain (17)

can be compared to the product of the areas of two circles k2
xi + k2

yi = ω2

c20
with i = s, g:

N lhs
ω = π(

nk
2

)2 · π(
nk
2

)2 = π2(
nk
2

)4. (18)

Considering the non-evanescence conditions on both sides of Equation (4), the domain of calculations
is

D3D = { (kxs , kys , kxg , kyg , kx1 , ky1 , kx2 , ky2 , ω) | (19)

(
√
k2
xs + k2

ys ,
√
k2
xg + k2

yg ,
√
k2
x1 + k2

y1 ,
√
k2
x2 + k2

y2 ≤
ω2

c2
0

) }.

The total number of sample points in Domain (19) equals the number of realizations of ρ required
to compute the algorithm for a full 3D dataset. Assuming the maximum values of angular frequency
and horizontal wavenumbers ωNyq and kNyq are such that ωNyq ≈ c0 kNyq, the total number of
realizations of ρ may be estimated as a combination of (18) and (15):

N3D =
1
9
π4nw(

nk
2

)8 (nω, nk > 1) (20)

with nω is the number of samples in the one-sided temporal frequency axis ω.

For comparison, in the 2D case the number of sample points in the computation domain (Kaplan
et al., 2005):

D2D = { (kxs , kxg , kx1 , kx2 , ω) | − ω

c0
≤ (kxs , kxg , kx1 , kx2 ) ≤ ω

c0
) }. (21)

may be estimated as proportional to the volume of a 5-dimensional hyper-pyramid constructed
over the lengths of the frequency and wave-number axes. Such a volume, representative of the 2D
algorithm, is:

N2D =
nω · n4

k

5
(nω, nk > 1). (22)

A selection of example values for the extent of the computation domain for the 3D and 2D cases
may be found in Tables (1) and (2). However, it should be noticed that values tabulated therein do
not result from simply evaluating Expressions (20) and 22. On the contrary, they result from testing
the non-evanescence conditions numerically for discrete values of ω and k (more detail can be found
in the caption to Tables (1) and (2)). The values tabulated in Tables (1) and (2) therefore represent
a more accurate estimate of the computation domain away from the condition ωNyq ≈ c0 kNyq,
which was assumed for Expression (20).

Based on the total count, an equal number of realizations will be assigned to every compute process.
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nk = 10 nk = 20 nk = 50 nk = 100 nk = 200 nk = 500 nk = 1000
nω = 100 1.9e+11 3.6e+13 4.6e+16 1.1e+19 2.8e+21 4.1e+24 1.1e+27

nω = 200 7.6e+11 1.4e+14 1.8e+17 4.4e+19 1.1e+22 1.6e+25 4.2e+27

nω = 500 4.7e+12 9.0e+14 1.1e+18 2.7e+20 6.8e+22 1.0e+26 2.6e+28

nω = 1000 1.9e+13 3.6e+15 4.6e+18 1.1e+21 2.7e+23 4.1e+26 1.0e+29

nω = 2000 7.5e+13 1.4e+16 1.8e+19 4.4e+21 1.1e+24 1.6e+27 4.1e+29

nω = 5000 4.7e+14 8.9e+16 1.1e+20 2.7e+22 6.8e+24 1.0e+28 2.6e+30

Table 1: Number of evaluations of ρ required to compute the 3D algorithm. The non-evanescent portion of
the wave�eld has been evaluated numerically using a background medium velocity c0 = 1500m/s,
a time sampling interval dt = 0.004s, and a space sampling interval dx = 10m.

nk = 10 nk = 20 nk = 50 nk = 100 nk = 200 nk = 500 nk = 1000
nω = 100 4.7e+07 6.7e+08 2.4e+10 3.8e+11 5.9e+12 2.3e+14 3.7e+15

nω = 200 1.9e+08 2.6e+09 9.6e+10 1.5e+12 2.4e+13 9.1e+14 1.5e+16

nω = 500 1.2e+09 1.6e+10 6.0e+11 9.3e+12 1.5e+14 5.7e+15 9.1e+16

nω = 1000 4.7e+09 6.6e+10 2.4e+12 3.7e+13 5.8e+14 2.3e+16 3.6e+17

nω = 2000 1.9e+10 2.6e+11 9.5e+12 1.5e+14 2.3e+15 9.1e+16 1.4e+18

nω = 5000 1.2e+11 1.6e+12 5.9e+13 9.2e+14 1.5e+16 5.7e+17 9.0e+18

Table 2: Number of evaluations of ρ required to compute the 2D algorithm. The non-evanescent portion of
the wave�eld has been evaluated numerically using a background medium velocity c0 = 1500m/s,
a time sampling interval dt = 0.004s, and a space sampling interval dx = 10m.

2.2 Memory requirements

We now estimate the the amount of computer memory required by the 3D internal multiple pre-
diction algorithm. Expression (4) clearly shows that, for a �xed value of kxg, kyg, kxs and kys
and ω, the integrations along kx1, ky1, kx2, ky2 and z, still span the entire 5-dimensional extent of
b1. Moreover, the rapid variation of indices corresponding to variables kx1, ky1, kx2, ky2 and z in
Algorithm (4) suggests the necessity that data be available for random access.

Assuming each spectral coe�cient of b1 is described by an 8-byte variable, an estimate of the amount
of memory e�ectively required by the 3D algorithm, evaluated for a range of typical data sizes, is
given in Table (3).

An inspection of Table (3) shows that current computing equipment would support the 3D case
only in the smallest data con�gurations. To overcome that issue, the algorithm ought to be further
decomposed into parts dependent on smaller portions of the input b1, each manageable within the
memory built into a single compute node. On the other hand, each of the spatial integrals in
Expression (4) samples b1 along mutually perpendicular directions and an e�cient data logistics
scheme seems to be hard to devise.

A rational and e�cient data-handling strategy can only be achieved thanks to the observation of
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nk = 10 nk = 20 nk = 50 nk = 100 nk = 200 nk = 500 nk = 1000
nz = 128 10 Mb 163 Mb 6 Gb 102 Gb 1 Tb 64Tb 1 Pb

nz = 256 20 Mb 327 Mb 12 Gb 204 Gb 3 Tb 128Tb 2 Pb

nz = 512 40 Mb 655 Mb 25 Gb 409 Gb 6 Tb 256Tb 4 Pb

nz = 1024 81 Mb 1 Gb 51 Gb 819 Gb 13 Tb 512Tb 8 Pb

nz = 2048 163 Mb 2 Gb 102 Gb 1 Tb 26 Tb 1 Pb 16 Pb

nz = 4096 327 Mb 5 Gb 204 Gb 3 Tb 52 Tb 2 Pb 32 Pb

Table 3: Determining memory requirements. Estimate of memory requirement for one realization of func-
tion ρ (Equation 7) for various data sizes.

nk = 10 nk = 20 nk = 50 nk = 100 nk = 200 nk = 500 nk = 1000
nz = 128 102 kb 409 kb 2 Mb 10 Mb 40 Mb 256 Mb 1 Gb

nz = 256 204 kb 819 kb 5 Mb 20 Mb 81 Mb 512 Mb 2 Gb

nz = 512 409 kb 1 Mb 10 Mb 40 Mb 163 Mb 1 Gb 4 Gb

nz = 1024 819 kb 3 Mb 20 Mb 81 Mb 327 Mb 2 Gb 8 Gb

nz = 2048 1 Mb 6 Mb 40 Mb 163 Mb 655 Mb 4 Gb 16 Gb

nz = 4096 3 Mb 13 Mb 81 Mb 327 Mb 1 Gb 8 Gb 32 Gb

Table 4: Determining memory requirements. Estimate of memory requirement for one realization of func-
tion ρ in the 2D case for various data sizes.

symmetries in the e�ective data b1 Kaplan et al. (2005). It is in fact straightforward to demonstrate
that the wave-number domain reciprocity relation:

f(kg, ks) = f∗(ks, kg) (23)

holds for any real valued function f(xg, xs), where kg and ks are the Fourier conjugates of xg and
xs. The wave-number reciprocity property can then be applied to the e�ective data b1 and used to
rationalize the data requirements of the prediction algorithm.

Speci�cally, the wave-number reciprocity relationship allows Expression (7) to be rewritten as:

bIM3 (kxg, kyg, kxs, kys, ω) =
1

(2π)4

∫ ∫ ∫ ∫ +∞

−∞
dkx1dky1 e

−iq1(zg−zs) dkx2dky2 e
iq2(zg−zs)

×
∫ +∞

−∞
dz1 b1(kx1, ky1, kx2, ky2, z1)e−i(q1+q2)z1

×
∫ +∞

z1+ε
dz2 b1(kxg, kyg, kx1, ky1, z2)ei(qg+q1)z2

×
∫ +∞

z1+ε
dz2 b

∗
1(kxs, kys, kx2, ky2, z2)ei(q2+qs)z2 (24)
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ρ(kxg, kyg, kx1, ky1, kx2, ky2, kxs, kys, ω) =
∫ +∞

−∞
dz1 b1(kx1, ky1, kx2, ky2, z1)e−i(q1+q2)z1

×
∫ +∞

z1+ε
dz2 b1(kxg, kyg, kx1, ky1, z2)ei(qg+q1)z2

×
∫ +∞

z1+ε
dz2 b

∗
1(kxs, kys, kx2, ky2, z2)ei(q2+qs)z2 (25)

where the instance of b1(kx2, ky2, kxs, kys, z2) has been replaced by b∗1(kxs, kys, kx2, ky2, z2). That
way, any requirement for source wave-number gather is converted to a requirement for a receiver
wavenumber gather.

It is now important to notice how a relatively large number of calculations can be performed
using a data base of just three receiver wave-number gathers b1(kxg, kyg, :, :), b1(kxs, kys, :, :) and
b1(kx1, ky1, :, :) in the computer's local memory. It is therefore convenient to design the process
such that the integration along the innermost spatial variables kx2 and ky2 is executed under the
assumption that the computer has enough memory to store those three gathers locally. At the end
of that task, the computer will only need to load a di�erent realization of the gather b1(kx1, ky1, :, :)
to continue the integration along kx1 and ky1.

3 Work plan: develop 3D functionality based on the existing Blu-
gene implementation

During 2004, a version of the 2D internal multiple prediction algorithm was written to run on largely
distributed cluster systems such as the IBM Blugene/L (Kaplan et al., 2005) (Perrone, 2007). The
code was designed to use a large number of nodes (thousands) with small local memory resources.

The stringent restrictions on node resources led to the memory-saving solution outlined in Section
2.2 and to a very e�ective parallelization strategy based on task specialization. The code is composed
of specialized procedures for nodes assigned to compute, data distribution and data collection tasks.

The compute nodes are responsible for a set of realizations of ρ required to evaluate the algorithm.
These nodes also request and receive the subsets of the e�ective data relevant for those computations
from the data nodes.

Conversely, the data nodes hold the e�ective data b1 in memory and communicate parts of them to
the compute nodes when needed. Since the size of the data may be larger than the node's memory,
a group of two or more nodes may be necessary to administer data distribution. Thanks to the
wave-number reciprocity property, any data gather requested by a compute node can be mapped
to a gather that is entirely contained in one of the data node's memory.

The collection nodes are in charge of receiving the realizations of ρ from the compute nodes and of
accruing them to construct the output prediction. Since the size of the output prediction bIM3 is
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similar to the size of the e�ective data b1, a similar number of nodes should be used for collection
as used for input.

Because of its characteristic of scalability and parsimonious memory management, the Blugene code
constitutes a very convenient starting point for the development of the 3D case, where both data size
and the computational e�ort are expected several orders of magnitude larger then for the 2D case.
From the point of view of cost, the parallelization of the data distribution and collection processes
allows the code to run on a virtually unlimited number of nodes, provided that an appropriate ratio
is maintained between those dedicated to computing and those dedicated to the distribution and
collection of the data. The parallel backbone of the existing Blugene code may also handle the large
input 3D data by simply using by an adequate number of data distribution and collection nodes.

4 Conclusions

These notes mark the onset of a new coding project, aimed at prducing a 3D implementation of the
inverse scattering internal multiple prediction algorithm. Our quantitative estimates indicate that
the 3D approach implies a computational e�ort several orders of magnitude higher than in the 2D
case. Such a sharp increase clearly depends on both larger input data size and higher theoretical
complexity with respect to the 2D algorithm.

Those extreme characteristics further emphasize the need for a scalable and e�cient parallel pro-
gramming scheme, whose aims are not limited to expediting the computations. We recognize in fact
that only a very re�ned parallel infrastructure may be capable of performing the calculations using
the resources o�ered by the distributed computing system currently in use.

Most of that infrastructure is already functioning in the 2D version of the algorithm speci�cally
written for the IBM Blue Gene cluster. Therefore we identify that implementation and several
solutions therein as an excellent starting point for the new task.
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Addressing the bandlimited nature of seismic source and rapid lateral
variations of the Earth: source regularization and cascaded imaging operator

Fang Liu and Arthur B. Weglein

Abstract

In the inverse scattering series (ISS), the seismic data processing can be catagorized as �ve
major tasks: (1) the elimination of free surface multiples, (2) the elimination of internal multi-
ples, (3) imaging the primaries to their actual depth, (4) Q compensation and, (5) inverting for
parameter changes across geological boundaries. This article focuses on the third task of the
aforementioned procedure: imaging primaries to their correct spatial location without knowing
and using the actual subsurface velocity. The major objective of this article is to accommodate
the most imminent challenges for M-OSRP future �eld imaging test: the multiparameter and
multidimensional nature of the Earth. The �rst segment studies the source signature regular-
ization for multiparameter imaging and the second segment is the progress in one parameter
imaging for multidimensional medium with rapid lateral variation. Compared with our previous
work, the progresses include the following: (1) cross-communication between data from di�erent
angles are studied and a stable and velocity independent regularization procedure is proposed
and demonstrated with numerical examples and, (2) the polynomial expansion of many seismic
operators are identi�ed and the relationship between the seismic imaging operator to calculate
α1 and α2 is studied. A cascaded application of the seismic imaging operators is formulated to
capture more imaging capability for models with rapid lateral variations.

1 Introduction

After its initial proposal in Weglein et al. (2000; 2002), seismic imaging subseries was further devel-
oped in Shaw et al. (2003); Weglein et al. (2003); Innanen (2004); Liu et al. (2004); Shaw (2005);
Liu (2006). The velocity perturbation is de�ned as:

α(x, z) = 1− c2
0

c2(x, z)
, (1)

and calculated from the data on the measurement surface as:

α(x, z) = α1(x, z) + α2(x, z) + α3(x, z) + · · · , (2)

where α1 is the �rst term in the inverse series and is the part of the velocity perturbation that is
linear in terms of measured data. In our case, it is the same as migration inversion with constant
water speed, Clayton and Stolt (1981). The �rst imaging subseries being identi�ed is the leading
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order imaging subseries (LOIS) (Shaw et al., 2003; Shaw, 2005). It was extended higher order
imaging suberies (HOIS) (Liu et al., 2004; Liu, 2006) to incorporate models with large contrast.
Both LOIS and HOIS are constructed from the linear image α1. The intuitive leap from LOIS to
HOIS is based on the physical interpretation which serves as our guiding principle for many years:
in geological models without lateral variation, we should not incorporate information from deeper
layers to determine the spatial location of a re�ector.

Compared with the current seismic imaging methods, the inverse scattering imaging subseries allow
the seismic events to communicate among themselves nonlinearly to further image primaries to
their correct spatial locations with a constant unchanged and often highly inaccurate reference
velocity. Since one of the major challenges in seismic imaging is to obtain a working velocity �eld
for geological targets with rapid lateral variations, our seismic imaging problem in M-OSRP focuses
on the acoustic medium with lateral velocity variation but without density variation.

In Shaw (2005); Liu (2006), the nonlinear communication between seismic data is restricted within
data from a single incidence angle. It is easy to imagine the issue for this restriction: if the Earth
has multiple types of changing properties, the data from a certain �xed incidence angle will not have
enough freedom to incorporate any change beyond velocity.1 Naturally, the cross-communication
between data from di�erent angles are necessary.

Extending the one-parameter result of Shaw et al. (2003); Shaw (2005), the parameter inversion
subseries in Zhang and Weglein (2003; 2004); Zhang et al. (2005); Zhang (2006); Jiang et al. (2008);
Li and Weglein (2010) are formulated as communications between seismic data with di�erent in-
cidence angles. Following the strategy of divide and conquer, the problem is formulated in the
simplest scenario where the parameter inversion problem exists and the task is focused on the com-
plicated process of inverting for parameters from perfect data, i.e, the impulse response which has
in�nite bandwidth.

It is well known that the seismic data in the �eld is always bandlimited: it lacks low-frequency and
high-frequency information. It is very important in ISS imaging research to accommodate bandlim-
ited source in multiparameter imaging. This article will discuss the issue caused by a bandlimited
source and formulate a regularization procedure to address this challenge. The procedure we pro-
posed is stable and velocity independent, i.e., no subsurface information is needed, just like the
multiple removal methods and seismic imaging algorithms from the M-OSRP.

Another important task in ISS imaging research is to handle geological models with rapid lateral
variations. The Fourier transform techniques with interpolation documented in Liu and Weglein
(2008) provide us with very accurate numerical values of many seismic imaging operators and
pave the path towards quantitative understanding about their relationship. We study the seismic
imaging operator in α1 and α2 calculation that has no 1D analogy. It is clear that there are lots
of astonishingly simple relationships between the rapidly varying seismic imaging operators that
have not been identi�ed and these relationships will signi�cantly contribute both to the e�ectiveness

1As an example, in 1D the seismic data from a single incidence angle is a function of time: D(t), which has
one degree of freedom that cannot be used to calculated two depth functions c(z) (velocity) and ρ(z) (density)
simultaneously.
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of the imaging algorithms to handle rapid lateral variation and the e�ciency of the algorithms in
terms of computational time.

Several interesting phenomena are worth reporting: (1) the family of seismic imaging operators
ηm,n (where m > −2, n > −1) are simpler and vanish completely in many areas and they are the
composite function of Bessel functions of the �rst kind and the square root function, (2) the seismic
imaging operator ξm,n (where n > −1) can be very accurately approximated by ηn−1,m, and (3) the
seismic imaging operator to calculate α1 and α2 are of the same family and the calculation of α1

and α2 are closely related.

Most of the inverse scattering tasks after the free surface multiple removal is cascaded, i.e., most of
them are an in�nite series containing terms that are by themselves an in�nite series. For example,
the internal multiple attenuation algorithm in Weglein et al. (1997) contains one term and the
corresponding leading order elimitation subseries in Ramirez and Weglein (2005) contain an in�nite
number of terms. As another example, in order to accommodate a large velocity contrast, the
simultaneous imaging and inversion series in Innanen (2004) and the higher order imaging subseries
in Liu et al. (2004) have to include additional terms to extend the original leading order imaging
subseries identi�ed by Shaw et al. (2003). The cascaded nature of ISS is another guiding principle
that has been emphasised in inverse scattering research for many years, which is demonstrated very
helpful in the velocity independent imaging research.

Taking advantage of the cascaded nature of the inverse scattering series and the close relation
between the seismic imaging in α1 and α2 calculation, we propose the cascaded application of the
lateral varying part of the α1 seismic imaging operator to represent the part of α2 contribution
that is linear in terms of the measured data. This cascaded operator is constructed from ξ−2,2, a
known structure previously identi�ed. The cascaded operator consistently improves the image of
geological models with rapid lateral variations: (1) more accurately image the re�ectors at depth,
both laterally and vertically, (2) produces images that is invisible in the linear image and turns
unwanted di�ractions in α1 into geological boundaries and, (3) works constructively in all M-OSRP's
imaging subseries. For example, the leading order imaging subseries (LOIS) and the higher order
imaging subseries (HOIS).

2 Conventions, notations, and de�nitions

In this article we use c0 to denote the constant unchanged reference velocity2, ρ0 is the reference

density and denote i
4
=
√
−1. The function sgn is de�ned as:

sgn(u)
4
=
{

1 if(u ≥ 0),
−1 if(u < 0).

(3)

It is easy to verify the following identity:

2It is also called migration velocity since it is the constant velocity �eld inputted into our imaging algorithm.
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sgn(uv) = sgn(u)sgn(v). (4)

We use H to denote the integral of Dirac δ-function or the Heaviside function:

H(u)
4
=

u∫
−∞

δ(v)dv =
{

0 if(u < 0),
1 if(u ≥ 0).

(5)

It is easy to verify the following identity:

H(uv) = H(u)H(v) + H(−u)H(−v). (6)

The square root is used extensively in this article based on the symmetry of Green's function detailed
in Liu and Weglein (2008), we de�ne our special square root3:

?
√
<u>2 + v

4
=
{

sgn(u)
√
u2 + v if(u2 + v ≥ 0),

i
√
−u2 − v if(u2 + v < 0).

(7)

We insert an extra question mark to avoid confusion with the ordinary square root operator
√

.
Note that in the de�nition above, we intensionally placed the argument u inside the bracket <>
to indicate our choice that when the argument inside the square root is positive, the sign of the
answer is chosen to follow u. Consequently, the numbers inside the square root on the right-hand
side of Equation (7) are always positive and we have chosen the square root to be positive. It is
straightforward to verify the following properties of our speci�cally de�ned square root4:

?
√
<− u>2 + v = −

(
?
√
<u>2 + v

)∗
,

i ?
√
<− u>2 + v =

(
i ?
√
<u>2 + v

)∗
,

ei
?√<−u>2+v =

(
ei

?√<u>2+v
)∗
.

(8)

It is easy to prove by exhausting all possible cases that if both u and w = ?
√
<u>2 + v are real, u

can be inverted from w simply as:

u = ?
√
<w>2 − v. (9)

3This square root is very useful in representing the vertical wavenumber calculated from the dispersion relation.
For example, in the dispersion relation: k2 + q2 = (ω/c0)2, according to our Fourier transform convention, q should
be calculated as: q = ?

p
<ω/c0>2 − k2.

4In Equation (8), the superscript ∗ means complex conjugate.
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The wide tilde sign ˜ is used above a function to denote its Fourier transform and the following
Fourier transform conventions are used throughout this article.

We use t to denote time and ω to denote its Fourier conjugate (temporal frequency). The Fourier
transform of a function f(t) in the time domain into its spectrum in the frequency domain is de�ned
as:

f̃(ω) =

∞∫
−∞

f(t)eiωtdt. (10)

The corresponding inverse Fourier transform is de�ned as:

f(t) =
1

2π

∞∫
−∞

f̃(ω)e−iωtdω. (11)

We use z to denote depth (the vertical coordinate), its Fourier conjugate is denoted as vertical
wavenumber kz. The forward and inverse Fourier transform between z and kz are respectively
de�ned as:

f̃(kz) =

∞∫
−∞

f(z)eikzzdz , f(z) =
1

2π

∞∫
−∞

f̃(kz)e−ikzzdkz. (12)

On the other hand, the Fourier transform between x (the horizontal coordinate) and km (the hori-
zontal wavenumber) is de�ned with a di�erent sign convention:

f̃(km)
4
=

∞∫
−∞

f(x)e−ikmxdx , f(x)
4
=

1
2π

∞∫
−∞

f̃(km)eikmxdkm. (13)

3 Source regularization for acoustic multiparameter inversion

3.1 The incidence wave from a perfect impulsive source

In the frequency domain, a source located at xs = zs = 0 in a homogeneous acoustic medium with
velocity c0 and density ρ0 will produce a steady wave that satis�es:
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(
∂2

∂x2
+

∂2

∂z2
+
ω2

c2
0

)
G0(x, z, ω) = ρ0δ(x)δ(z). (14)

Following the physical interpretation immediately after Equation (74) in Appendix A, we apply a
Radon transform with constant slope p = sin θ

c0
< 1

c0
, or an equivalently forward Fourier transform

∞∫
−∞

dxe−ikx on the equation above where the wavenumber k is proportional to the frequency: k = ωp,

the original 2D Helmholtz equation is transformed into a 1D Helmholtz equation5:

(
∂2

∂z2
+ ω2

[
c−2

0 − p
2
])

G0(p, z, ω) = ρ0δ(z).

With the Fourier transform from time to frequency de�ned as: f̃(ω) =
∞∫
−∞

f(t)eiωtdt , the causal

solution of the 1D wave equation above is obviously (Weglein et al., 2003, Equation 64)6:

G0(p, z, ω) = ρ0
eiq|z|

2iq
where q = ?

√
<ω/c0>2 − k2 = ω

√
c−2

0 − p2. (15)

Equation (15) can be transformed from the ω-domain into the τ -domain as7:

G0(p, z, τ) =
1

2π

∞∫
−∞

ρ0
eiq|z|

2iq
e−iωτdω =

ρ0

2π

∞∫
−∞

eiω[
√
c−2
0 −p2|z|−τ ]

2iω
√
c−2

0 − p2

=
ρ0

2π
√
c−2

0 − p2

∞∫
−∞

e−iω[τ−|z|
√
c−2
0 −p2]

2iω
dω

= − ρ0

2
√
c−2

0 − p2
H

(
τ − |z|

√
c−2

0 − p2

)
,

(16)

where H is the Heaviside function de�ned in Equation (5). This solution is essentially Equa-
tion (7.3.16) of Morse and Feshbach (1953). Note that the Heaviside function conserves shape after
applying an arbitrary stretch factor, for example, H(x) = H(x/5) = H(9x).

5The same notation G0 is used for the Green's function for both before and after the transform. This will not
cause much confusion since the domain of G0 can be identi�ed by the arguments inside the parenthesis immediately
after.

6It is essentially Equation (7.2.19) of Morse and Feshbach (1953).
7If p, the ratio between k and ω, is �xed, then the inverse Fourier transform from ω will obtain a result in the

vertical time τ domain. The detail can be found in Appendix A, Equation (75), and the physical interpretation
immediately after.

77



Imaging M-OSRP09

3.2 The incidence wave from a bandlimited source

The Green's function can be viewed as the wave caused by an ideal impulsive source, where in
Equation (14) the source signature can be viewed as w̃(ω) = 1 (in the frequency domain) or
w(t) = δ(t) (in the time domain). If the source is not ideally implusive and has a wavy or tapering
signature (in the frequency domain) w̃(ω) 6= 1, the incidence wave P0 satis�es the following Equation:

(
∂2

∂x2
+

∂2

∂z2
+
ω2

c2
0

)
P0(x, z, ω) = ρ0δ(x)δ(z)w̃(ω). (17)

Obviously, Equation (17) can be obtained by simply multiplying Equation (14) with a factor w̃(ω).
Hence, in the frequency domain, it's solution P0 is simply G0 multiplying w̃(ω):

P0(x, z, ω) = G0(x, z, ω)w̃(ω). (18)

Since a multiplication in the ω-domain corresponds to a convolution in the conjugate τ -domain
after Radon transform with slope p = sin θ

c0
, the incidence wave in the homogeneous medium is the

convolution of the source signature w(t) with the Green's operator in Equation (16):

P0(p, z, τ) =

∞∫
−∞

G0(p, z, u)w(τ − u)du = A

(
τ − |z|

√
c−2

0 − p2

)
, (19)

where the function A is de�ned as:

A(t) = − ρ0

2
√
c−2

0 − p2

t∫
−∞

w(u)du = − c0ρ0

2 cos θ

t∫
−∞

w(u)du. (20)

We denote the portion of A(t) that depends only on the wavelet as:

W (t) =

t∫
−∞

w(u)du. (21)

Re-writing the amplitude term as − ρ0

2
√
c−2
0 −p2

= − c0ρ0
2 cos θ , the direct arrival is:

P0(p, z, τ) = A

(
τ − |z|

√
c−2

0 − p2

)
= A

(
τ − |z| cos θ

c0

)
. (22)
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Following the principal of divide and conquer, let us consider the simplest geological model where the
bandlimited source will cause communication issues between data from di�erent incidence angles:
an acoustic model with constant velocity where there is no seismic imaging problem; for example, a
simple geological model with homogeneous velcoity c(z) ≡ c0 and variable density as the following:

ρ(z) =


ρ0 if(z < d0),
ρ1 if(d0 ≤ z ≤ d1),
ρ2 if(z > d1).

In the medium speci�ed by the equation above, the steady wave satis�es the following Helmholtz
equation:

(
∂2

∂x2
+

∂2

∂z2
+

ω2

c2(z)

)
P0(x, z, ω) = ρδ(x)δ(z)w̃(ω). (23)

Applying the Radon transform with �xed p or Fourier transform over x with the conjugate variable
�xed as k = ωp, Equation (23) becomes:

∂2

∂z2
+ ω2

[
c−2(z)− p2

]
P0(p, z, ω) = ρδ(z)w̃(ω). (24)

Equation (24) can be transformed into τ by applying the inverse Fourier transform: 1
2π

∞∫
−∞

dωe−iωτ

on both sides to have:

∂2

∂z2
−
[
c−2(z)− p2

] ∂2P0(τ, p, z)
∂τ2

= ρδ(z)w(τ). (25)

Equation (25), is a 1D wave equation with propagation velocity
[
c−2(z)− p2

]−1/2
. It is obvious that

in the τ -p domain, the original 2D wave equation becomes a 1D wave equation with propagation

velocity
[
c−2(z)− p2

]−1/2
and density ρ is kept the same. A well-known result concerning the

re�ection coe�cient of a 1D wave equation states:

In 1D, a two-layered acoustic medium with velocity and densities being (c0, ρ0) for the
�rst layer, (c1, ρ1) for the second layer, and the re�ector depth is at z = h, the re�ection
coe�cient and two way travel time (for coincident source and receiver at depth z = 0)
are R = c1ρ1−c0ρ0

c1ρ1+c0ρ0
, and t = 2h/c0.

Consequently, in multi-D medium without lateral variation, if:
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1. the medium property of the �rst layer is (c0, ρ0),

2. the second layer is (c1, ρ1), and

3. the re�ector depth is at z = h,

after Radon transform with constant slope p, the problem can be regarded as a 1D problem with

the apparent velocity of the �rst layer being 1/
√
c−2

0 − p2 and the apparent velocity of the second

layer being 1/
√
c−2

1 − p2. As a result, for this problem the re�ection coe�cient and vertical travel

time (for coincident source and receiver at depth z = 0) can be calculated as:

R =
I1 − I0

I1 + I0
, τ = 2h

√
c−2

0 − p2 (26)

where I0 = ρ0/
√
c−2

0 − p2, I1 = ρ1/
√
c−2

1 − p2. It is straightforward to verify the following facts:

1. If velocity does not change across the boundary, i.e., c0 = c1, we have that in Equation (26)
all terms that varies with angle are equal: (c−1

0 − p2)−1/2=(c−1
1 − p2)−1/2. In Equation (26),

they perfectly cancel each other in the division to calculate R. In this case, the re�ection
coe�cient R does not vary with angle. Our logic can easily derive one of the most important
benchmarks in M-OSRP parameter inversion.

2. Equation (26) also agrees perfectly with Equation (3.13) from Zhang (2006). The proof is as
follows: since p = sin(θ)/c0, c

−2
0 − p2 = c−2

0 cos2(θ), and c−2
1 − p2 = c−2

1

[
1− (c2

1/c
2
0) sin2(θ)

]
We have:

R =
I1 − I0

I1 + I0
=
ρ1c1/

√
1− (c2

1/c
2
0) sin2(θ) − ρ0c0/ cos(θ)

ρ1c1/
√

1− (c2
1/c

2
0) sin2(θ) + ρ0c0/ cos(θ)

=
(ρ1/ρ0)(c1/c0)

√
1− sin2 θ −

√
1− (c2

1/c
2
0) sin2(θ)

(ρ1/ρ0)(c1/c0)
√

1− sin2 θ +
√

1− (c2
1/c

2
0) sin2(θ)

,

(27)

which is exactly the same as Equation (3.13) from Zhang (2006).

Consequently, in the τ − p domain, using the incidence wave from Equation (22), the re�ected data
(ignoring internal multiples) from the model above is:

D̂(τ, p) = R1A(τ − t1) +R′2A(τ − t2),
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where:

t1 = 2d0

√
c−2

0 − p2 , t2 = 2d1

√
c−2

0 − p2,

R1 = ρ1−ρ0
ρ1+ρ0

, R′2 = ρ2−ρ1
ρ2+ρ1

(1−R2
1).

If we de�ne: b = 2
√
c−2

0 − p2 = 2 cos(θ)
c0

(the conversion scale factor from the vertical time τ to the

pseudo-depth z), the transformed data in the pseudo-depth domain for the multiparameter inversion
framework in our group is8:

D (z, p) = − b

ρ0
D̂ (zb, p) = R1W (zb− t1) +R′2W (zb− t2)

= R1W (b [z − d0]) +R′2W (b [z − d1]) .
(28)

Just as dicussed in Equation (78) and the paragraph immediately after, the data in τ -p domain is

stretched and squeezed by the same factor b = 2 cos(θ)
c0

. Note that:

• Compared with the discussion after Equation (78), an extra factor ρ0 is introduced to incor-
porate density. Another factor cos(θ) is necessary because in the τ -p domain, the data satisfy
a 1D wave equation with velocity c0

cos(θ) .

• The strectch factor b is angle dependent; in other words, data from di�erent angle will be
stretched by di�erent factors and this is the reason why data from di�erent angle have a
communication issue.

• As detailed in Equation (31), the strectch factor b does not depend on the actual velocity c,
or the location of the re�ector.

• From the equation above, it is clear that both re�ectors are correctly imaged to their actual
depth at d0 and d1. In other words, since the reference velocity c0 equals to the actual velocity,
there is no imaging issues and we do not need to move the re�ectors any further.

If we want to remove the density contribution to the re�ection coe�cient as detailed in X. Li and
Weglein (2008); Li and Weglein (2010); Jiang et al. (2008); Wang et al. (2009); Liang et al. (2009),
we need to calculate the di�erence between data from two di�erent incidence angles p.

8An extra factor of − b
ρ0

= − 2 cos θ
c0ρ0

is multiplied to tailor it to the convention of data used by Zhang (2006); Jiang
et al. (2008); X. Li and Weglein (2008); Li and Weglein (2010); Wang et al. (2009); Liang et al. (2009). Noting
that c0

2 cos θ
is the conversion factor from the vertical time τ to the pseudo-depth z, its reciprocal, 2 cos θ

c0
is naturally

multiplied to the amplitude so the total area is conserved in the conversion from τ to pseudo-depth. The detail can
be found in Appexdix B.
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Let us �rst consider the ideal case with full bandwidth data where each event is of the form
W (t) = H(t). In this case, each event conserves shape after applying di�erent stretch factors:
W (b [z − d0]) = H (b [z − d0]) = H (z − d0) and W (b [z − d1]) = H (b [z − d1]) = H (z − d1), both
are independent of angle and consequently the data is independent of the angle p:

D (z, p) = R1W (b [z − d0]) +R′2W (b [z − d1]) = R1H(z − d0) +R′2H(z − d1).

As a result, the di�erence between two sets of data (from two di�erent angles) will vanish, so does
the density contribution to the re�ection coe�cient. In conclusion, for ideal full bandwidth data
there is no communication issue.

In the real world, we have bandlimited data where W (t) 6= H(t). In this case, an event will not
conserve shape after applying di�erent stretch factors and D (z, p) will depend on the angle p and
the di�erence between the data from two di�erent angles will not vanish. How can we solve this
problem?

For simplicity, let us consider the data from two di�erent angles, p1 < p2:

D (z, p1) = R1W (b1 [z − d0]) +R′2W (b1 [z − d1]) , (29)

and:

D (z, p2) = R1W (b2 [z − d0]) +R′2W (b2 [z − d1]) , (30)

where b1 = 2
√
c−2

0 − p2
1, b2 = 2

√
c−2

0 − p2
2.

It is obvious that b1 > b2. As a result, each packet W (b1 [z − · · ·]) has a broader frequency content
than W (b2 [z − · · ·]), the convolution procedure to change each W (b1 [z − · · ·]) to W (b2 [z − · · ·])
(at the same pseudo depth) is stable and does not depend on the actual location of the wave packet.
After the regularization, the data in Equations (29) and (30) should be equal and we have a clean
subtraction.

This simplest multiparameter inversion problem suggests a source signature regularization procedure
described in this section to bene�t the algorithms to get rid of the density contribution to re�ection
coe�cients.

For a joint inversion problem with two di�erent angles: θ1 < θ2, b1 = cos θ1
c0

> b2 = cos θ2
c0

. We
want a source regularization operation that will change the data in Equation (29) to the data in
Equation (30). Our idea is to change the packet W (b1[z − d]) located at the pseudodepth d to
W (b2[z − d]) at the same pseudodepth. If we de�ne: λ = b1

b2
, this can be done in the τ -domain by

converting every packet W (τ −d) in Equation (29) to W (λ[τ −d]). Let us look at the ratio between
these two wave packets:
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γ (ω, θ1, θ2) =

∞∫
−∞

W (λ[z − d])eiωtdt

∞∫
−∞

W (t− d)eiωtdt
=

1
λW̃ (ω/λ)eiωd

W̃ (ω)eiωd

=
1
λW̃ (ω/λ)

W̃ (ω)
, where : λ =

b1
b2

=
cos θ1

cos θ2
< 1.

(31)

Note that in Equation (31), the contribution from the depth d cancel with each other in the division
and consequently the factor γ (ω, θ1, θ2) does not depend on the location d of the re�ector. Since

W (t) is the integral of w(t), W̃ (ω) = w̃(ω)/(iω), and factor γ (ω, θ1, θ2) can be further simpli�ed
as:

γ (ω, θ1, θ2) =
w̃
(
ω
λ

)
w̃(ω)

(32)

Note that the factor γ (kz, θ1, θ2) does not depend on the subsurface geology.

3.3 Regularization of Gaussian type wavelet

a = 100

w(t) =
∂

∂t

ae−a
2t2/4

2
√
π

= − a3t

4
√
π
e−a

2t2/4 w̃(ω) = −iωe−ω
2/a2

A(t) = − c0ρ0

2 cos(θ)

t∫
−∞

w(u)du =
c0ρ0a

3

8 cos(θ)
√
π

t∫
−∞

ue−a
2u2/4du = − c0ρ0a

4 cos(θ)
√
π
e−a

2t2/4

(33)

In this case, the wavelet can be recovered to Gaussian through a simple integration. In Equa-
tion (32), we can calculate the factor γ using the frequency-domain expression of a Gaussian func-
tion:

w̃(ω) = e−ω
2/a2

, γ (ω, θ1, θ2) = exp
(
−ω

2

a2

[
cos2 θ1

cos2 θ2
− 1
])
≤ 1 (34)

In Equation (34), γ ≤ 1 and the source regularization procedure (multiplying γ in the frequency
domain) is very stable.

As an example, let us consider the geological model listed in Table (3.3). The source wavelet is the
�rst derivative of Gaussian shown in Figure (1). The input data is τp domain is shown in Figure (2).
The e�ects of regularization are demonstrated in Figures (3)∼(5).
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Depth Range (m) Velocity (m/s) Density (g/cm3)

−∞ < z < 500 1500.0 1.0
500 < z < 1000 1500.0 1.1
1000 < z <∞ 1500.0 1.2

Figure 1: The source signature
(in time domain) is
the �rst derivative of
Gaussian that lacks
zero and high fre-
quency unformation.

Figure 2: The data after
Radon transform.
The elliptical events
are two primaries
and internal multi-
ples are absent.
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Figure 3: Regularization results: on the left is the input data in the τ -p domain. On the right is data
after regularization. The red curves signify data from zero angle and the green curves signify
data from θ = 50◦. In the τ -p domain, an event has the same width but di�erent amplitude and
arrival time. In the pseudodepth domain, an event has the same depth but di�erent depth.

4 Source regularization for elastic inversion

In the homogeneous or piecewise homogeneous medium, the P-wave or the S-wave equation looks
very similar to the acoustic equation. This is the reason why the acoustic results in the previous
section can be extended to PP data in the elastic model.

Just as in the acoustic case, after Radon transform the elastic data is a function of veritcal time τ .

In parameter inversion; for example, Zhang (2006); X. Li and Weglein (2008); Li and Weglein (2010);
Jiang et al. (2008); Liang et al. (2009), the seismic data was conveniently considered as a function
of (pseudo) depth. A linear transforms are used to map the seismic data in the τ − p domain to the
seismic data conveniently used by aforementioned articles. These transform is actually the �stretch
and squeeze� discussed in Equation (78) and the paragraph immediately after.

5 The seismic imaging operator ξm,n and ηm,n

There is an integration operator for every term in the inverse scattering series. For an ISS term,
its seismic imaging operator is the integration operator used in its calculation. In the calculation
of terms of inverse scattering series, we �nd it is very convient to introduce the concept of a
seismic imaging operator. For velocity only inverse series with lateral variation, the seismic imaging
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Figure 4: Data from two di�erent angles: the red curve shows data from zero angle. The green curve shows
data from θ = 50◦. It is obvious that the wave packet in the red curve are thinner than that of
green curve.

86



Imaging M-OSRP09

Figure 5: The di�erence between data from 0◦ and 50◦: "red" (without regularization) and "green" (with
regularization). It is obvious that: (1) the data di�erence does not vanish without regularization
as desired by this benchmark, (2) the benchmark is satis�ed after regularization where the data
di�erence vanishes.
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operators9 for the linear term α1 and the quadratic term α2 along with their various derivatives,
with respect to depth, can generally be expressed as the Fourier transform of the function:

im(−i)nknz
[

?
√
<kz>2 ± 1

]m
eiu

?√<kz>2±1, (35)

where n > −1 and m are two integers10.

Use the symbol v to denote the Fourier conjugate of kz and de�ne two sets of operators as the
following Fourier transform:

ξm,n(u, v)
4
=

1
2π

∞∫
−∞

im(−i)nknz
[

?
√
<kz>2 + 1

]m
ei(u

?√<kz>2+1−vkz)dkz.

where : −∞ < u, v <∞ , m = 0,±1,±2, · · · , n = 0, 1, 2, · · ·

(36)

ηm,n(u, v)
4
=

1
2π

∞∫
−∞

im(−i)nknz
[

?
√
<kz>2 − 1

]m
ei(u

?√<kz>2−1−vkz)dkz.

where : −∞ < v <∞ , u ≥ 0 , m = −1, 0, 1, 2, · · · , n = 0, 1, 2, · · ·

(37)

ψm,n(u, v)
4
=

1
2π

1∫
−1

im(−i)nknz
[

?
√
<kz>2 − 1

]m
ei(u

?√<kz>2−1−vkz)dkz

=
1

2π

1∫
−1

(−ikz)n
[
−
√

1− k2
z

]m
e−u
√

1−k2
ze−ivkzdkz

where : −∞ < v <∞ , u ≥ 0 , m = −1, 0, 1, 2, · · · , n = 0, 1, 2, · · ·

(38)

The seimic imaging operators de�ned in equations (36)∼(38) can cover not only all the structures
in calculating α1 and α2, but will also be extensively used in computing later terms such as α3, α4,
· · · . We use the superscript Reg to denote the regular part of a corresponding operator.

To be more speci�c, ξReg
−2,2 is used to construct the cascaded imaging operator: ξReg

−1,0, η
Reg
−1,0, ξ

Reg
−1,2,

and ηReg
1,2 are used to calculate the α23 term in Equation (2.22) of Liu (2006). From Equation (60),

9A very similar de�nition can be found in � 7 of Liu and Weglein (2008), but we now use a totally new di�erent
set of notations.

10We require m and n to be selected to make sure the integrand is Riemann integrable at kz = 0 and kz = ±1.
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(69), and(70) it is clear that they are all composites of Bessel functions of the �rst kind and the
square root function.

Note that when kz varies from −∞ to∞, the k2
z +1 term inside the square roots of the integrand in

Equation (36) is always positive and consequently this integral conatains no evanescent integrand.
On the other hand, in Equation (37) the term k2

z − 1 inside the square root will be negative when
|kz| < 1 and this integral contains evanescent integrand.

Let us consider the special case where m = n = 0:

ξ0,0(u, v) =
1

2π

∞∫
−∞

ei(u
?√<kz>2+1−vkz)dkz,

η0,0(u, v) =
1

2π

∞∫
−∞

ei(u
?√<kz>2−1−vkz)dkz.

Using the third property in Equation (8) after �ipping the sign of kz we have:

ei(u
?√<−kz>2±1−v[−kz ]) = eiu

?√<−kz>2±1eivkz =
[
eiu

?√<kz>2±1
]∗ [

e−ivkz
]∗

=
[
eiu

?√<kz>2±1e−ivkz
]∗

=
[
ei(u

?√<kz>2±1−vkz)
]∗
.

ξ0,0(u, v) =
1

2π

∞∫
−∞

ei(u
?√<kz>2+1−vkz)dkz

=
1

2π

∞∫
0

[
ei(u

?√<kz>2+1−vkz) + ei(u
?√<−kz>2+1−v[−kz ])

]
dkz,

=
1
π

∞∫
0

RE
[
ei(u

?√<kz>2+1−vkz)
]
dkz is real

η0,0(u, v) =
1

2π

∞∫
−∞

ei(u
?√<kz>2−1−vkz)dkz.

=
1

2π

∞∫
0

[
ei(u

?√<kz>2−1−vkz) + ei(u
?√<−kz>2−1−v[−kz ])

]
dkz,

=
1
π

∞∫
0

RE
[
ei(u

?√<kz>2−1−vkz)
]
dkz is real
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Consequently, the function ξ0,0(u, v) and η0,0(u, v) are all real:

[ξ0,0(u, v)]∗ = ξ0,0(u, v),

and as a result if the signs of u and v are �ipped simultaneously we have:

ξ0,0(−u,−v) =
1

2π

∞∫
−∞

ei(−u
?√<kz>2+1+vkz)dkz =

1
2π

∞∫
−∞

[
ei(u

?√<kz>2+1−vkz)
]∗
dkz

=

 1
2π

∞∫
−∞

ei(u
?√<kz>2+1−vkz)dkz

∗ = [ξ0,0(u, v)]∗ = ξ0,0(u, v)

Using similar argument for arbitrary m and n > −1 we have:

ξm,n(−u,−v) = (−1)m+nξm,n(u, v). (39)

Ignoring ψm,n (the evanescent portion of the integral that becomes negligible even for the depth
value beyond several meters), ηm,n can be expressed by 11 ξn−1,m+1. The proof is as follows: if
|kz| > 1 we can change the integration variables to λ = ?

√
<kz>2 − 1. In this case, both kz and λ

are real and the condition in Equation (9) is satis�ed and consequently we have: kz = ?
√
<λ>2 + 1

ηm,n(u, v)− ψm,n(u, v)

=
1

2π

∫
|kz |≥1

im(−i)nknz
[

?
√
<kz>2 − 1

]m
ei(u

?√<kz>2−1−vkz)dkz

=

∞∫
−∞

im(−i)n
[

?
√
<λ>2 + 1

]n
λmei(uλ−v

?√<λ>2+1) λ
?
√
<λ>2 + 1

dλ

=

∞∫
−∞

im(−i)n
[

?
√
<λ>2 + 1

](n−1)
λm+1ei(uλ−v

?√<λ>2+1)dλ

= (−1)m+n−1

∫
|λ|≥1

in−1(−i)m+1
[

?
√
<λ>2 + 1

]n−1
λm+1ei(uλ−v

?√<λ>2+1)dλ

= (−1)m+n−1ξn−1,m+1(−v,−u).

(40)

11The accuracy of the approximation improves very quickly as the value of u increases.
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Combining the relationship in Equation (39) and Equation (40) we have:

ηm,n(u, v) ≈ (−1)m+n−1ξn−1,m+1(−v,−u) = −ξn−1,m+1(v, u). (41)

Note that in approximate relation to Equation (41) there is always a negative sign.

In other words, the seismic imaging operator ξm,n that has no evanescent integrand that can be well
approximated by a seismic imaging operator ηn−1,m+1 that contains the evanescent integrand. The
approximation can be summarized as follows, for u > 0:

ξm,n(u, v) ≈
{

(−1)m+n−1ηn−1,m+1(−v,−u) If(v < 0),
−ηn−1,m+1(v, u) If(v ≥ 0).

=
{

0 If(v < 0),
−ηn−1,m+1(v, u) If(v ≥ 0).

(42)

The corresponding exact relation is:

ξm,n(u, v) =
{

(−1)m+n−1 [ηn−1,m+1(−v,−u)− ψn−1,m+1(−v,−u)] If(v < 0),
−ηn−1,m+1(v, u) + ψn−1,m+1(v, u) If(v ≥ 0).

=
{

(−1)m+nψn−1,m+1(−v,−u) If(v < 0),
−ηn−1,m+1(v, u) + ψn−1,m+1(v, u) If(v ≥ 0).

(43)

5.1 Well-de�ned discontinuities

As detailed in Liu and Weglein (2008), after expanding the integrand in an in�tine series in terms
of various powers kz:

im(−i)nknz
[

?
√
<kz>2 ± 1

]m
eiu[

?√<kz>2±1−kz] =
m+n∑
j=−∞

aj(u) (ikz)
j , (44)

where each coe�cient is written as aj(u) since it is a function of u the seismic imaging operators
ξm,n and ηm,n contains two portions:

1. The linear combinations of the following well-understood Dirac δ-functions:

m+n∑
j=0

aj(u)δ(j)(u−v)

91



Imaging M-OSRP09

2. A rapidly varying function with well-de�ned discontinuity at u = v. In this article, it will be
denoted by adding a superscript Reg to the corresponding operator.

ξm,n(u, v) =
j≤n+m∑
j=0

aj(u)δ(n+m−j)(u− v) + ξReg
m,n (u, v),

ηm,n(u, v) =
j≤n+m∑
j=0

aj(u)δ(n+m−j)(u− v) + ηReg
m,n (u, v),

(45)

where in the right-hand side of the Equation (45) the coe�cients aj are all functions of u, and are
speci�c to each ξm,n or ηm,n. The �rst part is the linear combination of δ(u−v), δ′(u−v), δ′′(u−v),
· · · , the second part is a Riemann integral which is �nite at every depth and denoted as12 ξReg

m,n (u, v)
and ηReg

m,n (u, v) can be calculated via:

ξReg
m,n (u, v) =

1
2π

∞∫
−∞


im(−i)nknz

[
?
√
<kz>2 + 1

]m
ei(u

?√<kz>2+1−vkz)

−
m+n∑
j=0

aj(u)(ikz)jei(u−v)kz

 dkz, (46)

and

ηReg
m,n (u, v) =

1
2π

∞∫
−∞


im(−i)nknz

[
?
√
<kz>2 + 1

]m
ei(u

?√<kz>2+1−vkz)

−
m+n∑
j=0

aj(u)(ikz)jei(u−v)kz

 dkz, (47)

Although the functions ξReg
m,n (u, v) and ηReg

m,n (u, v) are �nite, they are also discontinuous when u = v
which is the unique location where the δ-function becomes active.

Since we have covered the δ-function produced by (ikz)0, (ikz)1, (ikz)2, · · · , it is natural to look at the
highest power among the remaining expansion: (ikz)−1. Indeed this term produces discontinuities;
however, the proof is as follows for an arbitrarily chosen number Ξ ≥ 1, the integral below:

∫
|kz |≥Ξ

ei(u−v)kz

ikz
dkz = 2

∞∫
Ξ

sin [(u− v)kz]
kz

dkz

12Due to the fact that it is the regularized portion of the original integral, it is denoted with a superscript Reg.
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is an odd function of (u− v). We only need to study its behavior for positive (u− v) to understand
its properties in the entire space. If we assume u − v > 0 and change the integration variable to

y
4
=kz ∗ (u − v). The expression above reduces to the sine integral de�ned in Equation (5.2.1) of
Abramowitz and Stegun (1965):

∞∫
Ξ

sin [(u− v)kz]
kz

dkz = 2

∞∫
(u−v)Ξ

sin [y]
y

dy

=2

π2 −
(u−v)Ξ∫

0

sin[y]
y

dy

 = 2 ∗
(π

2
− Si([u− v]Ξ)

)
.

Obviously, according to Figure (5.6) from Abramowitz and Stegun (1965) we have:

lim
(u−v)→0+

Si([u− v]Ξ) = 0 (For any finite Ξ).

Consequently,

lim
(u−v)→0+

∞∫
Ξ

sin [(u− v)kz]
kz

dkz = 2 ∗
(π

2
− 0
)

= π (For any finite Ξ).

The function converges to π from the right (u−v = 0+). Since the function above is an odd function
of (u− v) it will converge to −π from the left (u− v = 0−):

lim
(u−v)→0−

∞∫
Ξ

sin [(u− v)kz]
kz

dkz = −2 ∗
(π

2
− 0
)

= −π (For any finite Ξ).

Since this expansion converges to di�erent limits from the left and right, it is discontinuous when
u − v = 0. This is the only discontinuity in the entire expansion13. Note that if we change the
value of Ξ, the size of the discontinuity will not change since it is not a function of Ξ. This
independency with Ξ is reasonable since Ξ is only arti�cially chosen and should not a�ect the size
of the discontinuities. In summary, the discontinuity at u = v is:

lim
u=v+0+

ξReg
m,n (u, v)− lim

u=v+0−
ξReg
m,n (u, v) = a−1(u)

π − (−π)
2π

= a−1(u) (48)

13The integral in the �nite range
ΞR
−Ξ

dkz will be continuous. Also, the
R

|kz |≥Ξ

dkz integral for (ikz)
−2, (ikz)

−3, · · ·

are all well-de�ned exponential integrals and will all be continuous.
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Note that in Equation (48), a−1(u) is the coe�cients of k−1
z in the expansion of

im(−i)nknz
[

?
√
<kz>2 ± 1

]m
eiu[ ?√<kz>2±1−kz ]

at the point kz = +∞; hence, a−1 will be a polynomial of u. At the diagonal where the mountain-
top expansion happens we have r̆ = u = v. Consequently, we can simply rewrite it as a function of
r̆, i.e., a−1(r̆).

5.2 Properties of the seismic imaging operator and its impact on the structure
of our imaging algorithm

1. Well-de�ned discontinuity.

As demonstrated in �5.1, the functions ξm,n and ηm,n are discontinuous. This discontinuity
always happens at u = v where the Dirac δ function becomes active and this discontinuity
can be derived by simply collecting the highest power (ikz)−1, which is the �nal result that is
listed in Equation (48).

2. Flat ocean half, rapidly varying mountain half, and easily predicted beachhead and moun-
taintop.

The distribution ξm,n behaves very di�erently in the region where u < v and the region
u > v. We call the �rst region �ocean half� because with the increase of u and v, our
distribution becomes more �at and smooth and much closer to zero. We call the second
region the �mountain half� because the distribution shows more and more rapid oscillations
for greater u and v. For a �xed u, the most rapid variation always occurs at the limit v = u.
We de�ne the �beachhead� and �mountaintop� in the (u, v) plane as the lines that satisfy
u = v + 0− and u = v + 0+ because the beachhead is as �at and smooth as the ocean half.
For large u, we can safely predict the value at this location as 0 (to be exact, the prediction
error will decrease exponentially with the increase of u). Consequently, we can predict the
mountaintop using the well-de�ned discontinuity in Equation (48).

On the other hand, the distribution ηm,n also behaves very di�erent in the region where u > v
and the region u < v. We call the �rst region �ocean half� because with the increase of u
and v, our distribution completely vanishes to become zero. We call the second region the
�mountain half� because the distribution shows more and more rapid oscillations with increase
in u and v. For a �xed u, the most rapid variation always occurs at the limit v = u.

We de�ne the �beachhead� and �mountaintop� in the (u, v) plane as the lines that satisfy
u = v + 0+ and u = v + 0− because the beachhead is constantly zero. For any u, we can
safely predict the value at this location as exactly being 0. Consequently, we can predict the
mountaintop using the well-de�ned discontinuity in Equation (48).

3. In�nite expansion at the discontinuity.
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Although ξReg
m,n and ηReg

m,n are highly transcendental functions with daunting complexities far
beyond the functions well-studied in the literature, their behavior at the diagonal region u = v
is highly predictable and the greater the u, the better the predictability.

A Taylor expansion of a 2D function gives:

f(u, v) = f(u0, v0) +
∞∑
j=1

1
j!

[(
∂

∂u
∆u+

∂

∂v
∆v
)j

f(u, v)

]
u=u0,v=v0

. (49)

In our case for an arbitrary location (u, v), the closest location with good approximation14

of f (and its derivatives) happens at the beachhead location (r̆, r̆) where r̆
4
=u+v

2 . Using
Equation (49), we have the closest point to start the expansion: u0 = v0 = r̆ = u+v

2 ,

∆u = ∆v = 1√
2
u−v

2 = ă√
2
where ă

4
=u−v

2 . We have the mountaintop expansion; for exam-

ple, ξ−2,2(u, v) is essentially the seismic imaging operator γ1 that is used to calculate α1 and
it can be very accurately approximated by the following expansion:

ξ−2,2(u, v) = δ(u− v)− 1

2
(r̆) +

1

2
√

2

„
3+

1

2
r̆2
«
ă− 1

4

„
3

2
r̆+

1

12
r̆3
«
ă2 +

1

4
√

2

„
2

3
+

1

4
r̆2+

1

144
r̆4
«
ă3

− 1

8

„
1

6
r̆+

1

48
r̆3+

1

2880
r̆5
«
ă4 +

1

8
√

2

„
1

30
+

1

60
r̆2+

1

960
r̆4+

1

86400
r̆6
«
ă5

− 1

16

„
1

180
r̆+

1

1080
r̆3+

1

28800
r̆5+

1

3628800
r̆7
«
ă6+ · · ·

(50)

· · ·+ 1

16
√

2

„
1

1260
+

r̆2

2520
+

r̆4

30240
+

r̆6

1209600
+

r̆8

203212800

«
ă7

− 1

32

„
r̆

10080
+

r̆3

60480
+

r̆5

1209600
+

r̆7

67737600
+

r̆9

14631321600

«
ă8

+
1

32
√

2

„
1

90720
+

r̆2

181440
+

r̆4

2177280
+

r̆6

65318400
+

r̆8

4877107200
+

r̆10

1316818944000

«
ă9

− 1

64

„
r̆

907200
+

r̆3

5443200
+

r̆5

108864000
+

r̆7

4572288000
+

r̆9

438939648000
+

r̆11

144850083840000

«
ă10

+ · · ·

(51)

First, let us look at the highest-order term (in terms of r̆) in each expansion.The ratio between
the coe�cients of consecutive terms are: 2=1 × 2, 6=2 × 3, 12=3 × 4, 20=4 × 5, 30=5 × 6,
42=6× 7, 56=7× 8, 72=8× 9, 90=9× 10, 110=10× 11, · · · .
Collecting the highest power in each term, we can guess the following closed-form:

14The approximation is reached by three steps: (1) approximate the beachhead value of f(r̆, r̆) as zero, (2) cal-
culate the discontinuity by Equation (48) and, (3) add the discontinuity to the beachhead value to get the value of
mountaintop.
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− 1
2
r̆

∞∑
n=0

(−r̆ă/
√

2)n

(n!) (n+ 1)!
. (52)

It is obvious that the second highest term in each expansion follows the same ratio rule. We
can also similarly guess the closed-form for the second highest term:

3
2
√

2
ă

∞∑
n=0

(−r̆ă/
√

2)n

(n!) (n+ 1)!
. (53)

The partial derivatives of γ̃1 taken to 69th-order derivatives results in the following pattern:

ξ−2,2(u, v)− δ(u− v) = −
∞∑
ı=0

`≤[ ı+1
2 ]∑

`=0

ăır̆ı+1−2` ·


(−1)ı

ı!(ı+1)! (` = 0)
(−1)ı3
ı!(ı−1)! (` = 1)

(−1)ı4
ı!(ı+1−2`)! (` > 1)

= −
∞∑
ı=0

(−ă)ı

ı!

`≤[ ı+1
2 ]∑

`=0

r̆ı+1−2`

(ı+ 1− 2`)!
·


1 (` = 0)
3 (` = 1)
4 (` > 1)

(54)

where r̆ = u+v
2 and ă = u−v

2 , ı is the power of ă, ` is index of diagonal (` = 0 corresponding to the
uppermost diagonal). Equation (54) is an expansion according to ı, the coe�cient for each power
ăı by itself is a �nite sum over the powers of r̆. If we de�ne  = ı+ 1− 2` which is the power of r̆.

 = ı+ 1− 2` =⇒ ı = 2`− 1 +  =⇒ ı ∈ {− 1, + 1, + 3, · · ·}

For all  ≥ 1, we have − 1 = |− 1| which is positive and is a legitimate power for ă. For the only
special case of  = 0, − 1 = −1 is not a legitimate power for ă and its minimal value should be the
next odd integer 1. In conclusion, we have:

ı ≥ |− 1|. (55)

With index range determined in Equation (55), the expansion in Equation (54) can be written
according to r̆ as follows:

ξ−2,2(u, v) = δ(u− v) + ξReg
−2,2(u, v)

≈ δ(u− v)−H(ă)
∞∑
=0

 ı+=2∑
ı≥|−1|

ăı(−r̆)

ı!!
·


1 (ı = − 1)
3 (ı = + 1)
4 (ı > + 1)

 .
(56)
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Equation (56) can be used to prove the absolute convergence of the expansion,

∞∑
=0

 ı+=2∑
ı≥|−1|

∣∣∣∣∣∣ ă
ı(−r̆)

ı!!
·


1 (ı = − 1)
3 (ı = + 1)
4 (ı > + 1)

∣∣∣∣∣∣


≤
∞∑
=0

 ı+=2∑
ı≥|−1|

4ăır̆

ı!!

 ≤ 4
∞∑
=0

 ı+=2∑
ı≥|−1|%2

ăır̆

ı!!

 = 4
∞∑
=0

r̆

!

ı+=2∑
ı≥|−1|%2

ăı

ı!

=4
∞∑
=0

r̆

!
sinh()(ă) = 4 sinh(ă+ r̆).

(57)

The absolute convergence of Equation (57) guarantees that this series converges to a unique value
regardless whatever sequence it is summed.

Due to the fact that r̆ă = u2−v2
4 =

(√
u2−v2

2

)2
:

(−r̆ă)ı = (−1)ı
(√

u2 − v2

2

)2ı+1
2√

u2 − v2
= (−1)ı

(√
u2 − v2

2

)2ı+1
1√
r̆ă
. (58)

We can also expand using ` as the outmost index:

(3ă− r̆)
∞∑
ı=0

(−ăr̆)ı

ı!(ı+ 1)!
− 4

∞∑
`=2

ă2`−1
∑

ı≥2`−1

(−ăr̆)ı+1−2`

ı!(ı+ 1− 2`)!
.

(59)

Using the relation in Equation (58), the �rst term in Equation (59) can be expressed as Bessel
function of the �rst kind:

(3ă− r̆)
∞∑
ı=0

(−ăr̆)ı

ı!(ı+ 1)!
=

(
3

√
ă

r̆
−
√
r̆

ă

) ∞∑
ı=0

(−1)ı
(√

u2 − v2/2
)2ı+1

ı!(ı+ 1)!

=

(
3

√
ă

r̆
−
√
r̆

ă

)
J1

(√
u2 − v2

)
.

(60)

Similarly, the second term in Equation (59) can also be expressed as Bessel functions:
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4
∞∑
`=2

ă2`−1
∑

ı≥2`−1

(−ăr̆)ı+1−2`

ı!(ı+ 1− 2`)!
= 4

∞∑
`=2

ă2`−1
∞∑
`=0

(−1)`
[
(u2 − v2)/4

]`
`!(`+ 2`− 1)!

=4
∞∑
`=2

ă2`−1
∞∑
`=0

(−1)`
[√

u2 − v2/2
]2`

`!(`+ 2`− 1)!
= 4

∞∑
`=2

(
2ă√

u2 − v2

)2`−1 ∞∑
`=0

(−1)`
[√

u2 − v2/2
]2`+2`−1

`!(`+ 2`− 1)!

=4
∞∑
`=2

(√
ă/r̆
)2`−1

J2`−1

(√
u2 − v2

)
,

where in the last step of the equation above, we use the Taylor expansion of J2`−1, i.e, Equa-
tion (9.1.10) in P360 of Abramowitz and Stegun (1965).
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6 The seismic imaging operator for α1

In the (km, z) domain with the constraint of kh = ph = 0, α1 can be expressed as15:

α̃1(km, z) = − 8
c0

∞∫
−∞

D̃

(
km,

2z′

c0

)
γ̃1(km, z, z′)dz′,

where : γ̃1(km, z, z′) =
1

2π

∞∫
−∞

dkz
k2
z

k2
z + k2

m

ei(z
′
√
k2
z+k2

m−zkz),

and : D̃(km, τ) =

∞∫
−∞

dxme
−ikmxm

∞∫
−∞

dxhD
(
xm +

xh
2
, xm −

xh
2
, τ
)
.

(61)

Note that:

1. Although γ̃1 has three arguments it can be expressed by the distribution ξ−2,2 which has only
two degrees of freedom.

2. Due to the fact that in seismic exploration both z and z′ can reach several kilometers, the
seismic imaging algorithm in Equation (61) needs the value of the distribution ξ−2,2 at very
large depths.

3. For a �xed km, the larger the depth the bigger the argument required in ξ−2,2.

4. For a �xed pair of depths (z, z′), the higher the km (horizontal wavenumber) the more de-
manding the algorithm becomes in terms of information from ξ−2,2.

In Equation (61), D is the original data in the space and time domain: D = D(xg, xs, t), and
D̃(km, τ) is the data after Radon transform in a CMP gather with ph = 0. Changing the integration

variable to κ
4
=kz/km and using Equation (36), the distribution γ̃1 can be further expressed as:

15This equation is the same as Equation (2.22) of Liu (2006).
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γ̃1(km, z, z′) =
1

2π

∞∫
−∞

dkz
k2
z

k2
z + k2

m

ei(z
′
√
k2
z+k2

m−zkz)

=
|km|
2π

∞∫
−∞

dκ
κ2

κ2 + 1
ei(kmz

′√κ2+1−kmzκ) = |km|ξ−2,2(kmz′, kmz)

= |km|ξ−2,2(|km|z′, |km|z)

= |km|
[
δ(|km|[z′ − z]) + ξReg

−2,2(|km|z′, |km|z)
]

= δ(z′ − z) + |km|ξReg
−2,2(|km|z′, |km|z)

(62)

Substituting the γ̃1 expression in Equation (62) into Equation (61) we have:

α̃1(km, z) =− 8
c0
D̃

(
km,

2z
c0

)

− 8
c0
|km|

∞∫
−∞

D̃

(
km,

2z′

c0

)
ξReg
−2,2(|km|z′, |km|z)

(63)

In this article, the cascaded modi�cation to γ̃1 used prior to HOIS is:

γ̆1(km, z′, z) = δ(z′ − z) + |km|ξReg
−2,2(|km|z′, |km|z) + |km|f(|km|z′, |km|z), (64)

where the operator f is the cascaded application of the previously de�ned operator ξReg
−2,2, the portion

of the α1 imaging operator that vanishes for Earth without lateral variation:

f(z′, z) =

∞∫
−∞

ξReg
−2,2(z′, u)ξReg

−2,2(u, z)du. (65)

The cascaded modi�cation to γ̃1(km, z′, z) has the following features:

• The modi�cation is entirely invisible to Earth without lateral variation and its e�ects will be
less signi�cant for models with less lateral variations. Its contribution is signi�cant for models
with rapid lateral variations.
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• Since the cascaded application of several linear operators is still linear16, the cascaded operator
is linear in terms of measured data. In the hierarchy of the inverse series, it is of the order
of α1. We think this is the reason why the result is compatible with the current closed-form
solutions that formulated from the linear image α1, i.e., LOIS and HOIS.

• Due to the similarity between the seismic imaging operator to calculate α23 and the operator
used in the cascaded scheme: they are all Bessel functions composite with the square root
function. This cascaded term seems have extracted some bene�ts from α23 term detailed in
Equation (2.27) of Liu (2006).

• It is very likely that a better modi�cation based on the relationship in the inverse series will
give further improvement for imaging through rapid lateral variations.

The cascaded linear image is:

α̃cascaded1 (km, z) =− 8
c0
D̃

(
km,

2z
c0

)

− 8
c0
|km|

∞∫
−∞

D̃

(
km,

2z′

c0

)
ξReg
−2,2(|km|z′, |km|z)

− 8
c0
|km|

∞∫
−∞

D̃

(
km,

2z′

c0

)
f(|km|z′, |km|z)

= α̃1(km, z)−
8
c0
|km|

∞∫
−∞

D̃

(
km,

2z′

c0

)
f(|km|z′, |km|z).

(66)

16In terms of ordinary functions, it can be understood as follows: the composite of two linear functions are linear;
for example, the composite of y = f(u) = 5u + 7 and u = g(x) = 3x + 5 is f(g(x)) = 5(3x + 5) + 7 = 15x + 32, a
linear function in terms of x.
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7 The Seismic imaging operator for α2

In 2D, α2 can be rewritten in the (km, z) domain as17:

α̃2(km, z) =
1

4π

∞∫
−∞

dk′m

∞∫
−∞

dz′α̃1(0.5km − k′m, z′)
∞∫
−∞

dz′′α̃1(0.5km + k′m, z
′′)

γ̃2

(
km, k

′
m, z −

z′ + z′′

2
,
z′ − z′′

2

)
.

(67)

In Equation (67), the function γ̃2 is de�ned with the sign convention for square-root speci�ed in
Equation (7):

γ̃2

(
km, k

′
m, ε0, ε1

)
= H(ε1)

1
2π

∞∫
−∞

dkzi
k2
z + k2

m

u1
ei(ε1u1−ε0kz),

where : u1 = ?
√
<kz>2 + k2

m − 4k′2m.

(68)

Given that kz ranges from −∞ to ∞, the square root in Equation (68) will have very di�erent
behavior if the sign of k2

m − 4k′2m is di�erent. If k2
m − 4k′2m ≥ 0, the quantity k2

z + k2
m − 4k′2m which

is inside the square root will always be positive for every kz ∈ (−∞,∞); otherwise, k2
z + k2

m − 4k′2m
will be negative for small kz.

1. First case: k2
m−4k′2m ≥ 0, we de�ne a

4
=
√
k2
m − 4k′2m and consequently u1 =

√
k2
z + k2

m − 4k′2m =√
k2
z + a2. Changing the integration variable to κ

4
=kz/a and using the function de�ned in

Equation (36) we can convert Equation (68) to:

γ̃2

(
km, k

′
m, ε0, ε1

)
=

1
2π
H(ε1)

∞∫
−∞

dkzi
k2
z + k2

m
?
√
<kz>2 + a2

ei(ε1
?√<kz>2+a2−ε0kz)

=
a2

2π
H(ε1)

∞∫
−∞

dκi
κ2ei(aε1

?√<κ>2+1−aε0kz)

?
√
<κ>2 + 1

+
k2
m

2π
H(ε1)

∞∫
−∞

dκi
ei(aε1

?√<κ>2+1−aε0kz)

?
√
<κ>2 + 1

=a2H(ε1)ξ−1,2(aε1, aε0)− k2
mH(ε1)ξ−1,0(aε1, aε0)

≈− a2H(ε1)η1,0(aε0, aε1) + k2
mH(ε1)η−1,0(aε0, aε1)

(69)

17Note that in Equation (68), this de�nition of eγ2 is the same as that of Equation (36) in Liu and Weglein (2008),
but di�erent from the eγ2 of Equation (A.29) in Liu (2006), they di�er by 1

2π
. Currently we feel it is better to put

the 1
2π

factor in the de�nition of eγ2 since it belongs to the inverse Fourier transform over kz. In Equation (67), the
upper limit of the dz′′ integral is changed to be z′, which will introduce another factor of 2.

102



Imaging M-OSRP09

In the last step of the derivation above, we use the approximation relation in Equation (41).

2. Second case: k2
m−4k′2m < 0, we de�ne a

4
=
√

4k′2m − k2
m and consequently u1 =

√
k2
z + k2

m − 4k′2m =
?
√
<kz>2 − a2. Note that in this case, k2

z − a2 will change sign as kz varies from −∞ to ∞.

Changing the integration variable to κ
4
=kz/a and using the function relation in Equation (37),

this integral can be expressed as:

γ̃2 =
1

2π
H(ε1)

∞∫
−∞

dkzi
k2
z + k2

m
?
√
<kz>2 − a2

ei(ε1
?√<kz>2−a2−ε0kz)

=
a2

2π
H(ε1)

∞∫
−∞

dκi
κ2ei(aε1

?√<κ>2−1−aε0κ)

?
√
<κ>2 − 1

+
k2
m

2π
H(ε1)

∫
|κ|≥1

dκi
ei(aε1

?√<κ>2−1−aε0κ)

?
√
<κ>2 − 1

=
a2

2π
H(ε1)

∞∫
−∞

dκ
(iκ)2ei(aε1

?√<κ>2−1−aε0κ)

i ?
√
<κ>2 − 1

− k2
m

2π
H(ε1)

∞∫
−∞

dκ
ei(aε1

?√<κ>2−1−aε0κ)

i ?
√
<κ>2 − 1

=a2H(ε1)η−1,2(aε1, aε0)− k2
mH(ε1)η−1,0(aε1, aε0)

(70)

For the regular portion of γ̃2, the calculation scheme is as follows:

=
1

8π2

∞∫
−∞

dk1e
ik1x

∞∫
−∞

dk2e
ik2x

∞∫
−∞

dz1α̃1(k1, z1 + z)

∞∫
−∞

dz2α̃1(k2, z2 + z)

sgn(k1k2)H(k1k2z1)H(z1 − z2)H(−z1 − z2)
2(z2

1 + z2
2)
∞∑
m=0

[−(ik1)(ik2)]m+2[z1z2]m

m!(m+2)!

+
[
(ik1)2 + (ik2)2

] ∞∑
m=0

[−(ik1)(ik2)z1z2]m

[m!]2


(71)

8 Numerical examples for cascaded imaging operators

In this section we present the numerical examples of the three geological models with rapid lateral
variation and big velocity contrast:

• The sphere model.
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Figure 6: The linear image α1 for the sphere model (i.e., without cascaded operation). Although the top
of the sphere is correctly imaged, the bottom of the sphere is too narrow compared with the
benchmark.

• The fault model.

• The salt model.

In all the images in this section:

• The red lines are benchmarks indicating the correct spatial location of the subsurface re�ectors.

• The partial derivatives over z is taken to better show the locations of the re�ectors.
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Figure 7: The cascaded image αcascaded
1 of the sphere model. The cascaded operation extends the image of

the sphere bottom laterally to its full geological extent.
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Figure 8: The sphere model, the HOIS image without cascaded operation.
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Figure 9: The sphere model, the HOIS with cascaded operation. The lateral location of the bottom of the
sphere is much improved.
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Figure 10: The linear image α1 of the fault mode (without cascaded operation).

Figure 11: The cascaded image αcascaded
1 of the fault model.
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Figure 12: The fault model, the HOIS image without cascaded operation.

Figure 13: The fault model, the HOIS image with cascaded operation. Both the lateral and vertical location
of the fault is much improved.
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Figure 14: The linear image α1 for the salt model (without ascaded operation).

Figure 15: The cascaded image αcascaded
1 for the salt model. The image of the subsalt re�ector becomes

clearer.
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Figure 16: The salt model, the HOIS image without cascaded operation.

9 Conclusions and discussions

Towards more realism to accomodate the multiparameter nature of the Earth, a stable and velocity
independent regularization algorithm is developed to harmonize the communication between ban-
dlimited seismic data from di�erent angles, a crucial step towards the goal of excluding the density
contribution to the re�ection coe�cients. To address the multidimensional nature of the Earth with
rapid lateral variation, accurate calculation of the seismic imaging operators for a laterally varying
Earth has been developed for α1 and α2 and their relationship studied. The cascaded application of
the α1 imaging operator had been studied and demonstrated to provide added value for geological
models with rapid lateration variations.
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Figure 17: The salt model, the HOIS image without cascaded operation. The subsalt re�ector is imaged
to its correct location as indicated by the benchmark.
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10 Appendix A: Some basic notations and conventions of Radon transform

Radon transform, or slant stacking, is commonly called τ−p transform in seismic exploration where
τ is the vertical time and p is the slope. The Radon transform of a function f(x, t) into (τ, p) domain,
denoted as F (τ, p), is:

F (τ, p) =

∞∫
−∞

f(x, τ + px)dx. (72)

Note that for p 6= 0, τ + px may occur somewhere in between the original sampling grids. In other
words, interpolation between grids may become necessary. This interpolation can be done via Fast
Fourier transform:

f(x, τ + px) =
1

2π

∞∫
−∞

f̃(x, ω)e−iω(τ+px)dω where f̃(x, ω) =

∞∫
−∞

f(x, t)eiωt. (73)

Consequently, the Radon transform in Equation (72) can be written as:

F (τ, p) =

∞∫
−∞

f(x, τ + px)dx =
1

2π

∞∫
−∞

e−iωτ

∞∫
−∞

dxf̃(x, ω)e−iωpx. (74)

Note that the last in Equation (74) is actually a Fourier transform over x:
∞∫
−∞

dxf̃(x, ω)e−ikx in the

frequency domain where the wavenumber k is set to be proportional to the frequency, k = ωp.

If in Equation (74) the last integral is denoted as
˜̃
f(p, ω)

4
=
∞∫
−∞

dxf̃(x, ω)e−iωpx, the Radon transform

can be implemented as:

F (τ, p) =

∞∫
−∞

f(x, τ + px)dx =
1

2π

∞∫
−∞

e−iωτ

∞∫
−∞

dxf̃(x, ω)e−iωpx

=

∞∫
−∞

f(x, τ + px)dx =
1

2π

∞∫
−∞

e−iωτ ˜̃f(p, ω).

(75)

Note that in Equation (75), if p is �xed, the last integral is an inverse Fourier transform from ω to
the vertical time τ domain.
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11 Appendix B: The seismic data in pseudo-depth domain

In this appendix, we present our best understanding of the seismic data in inverse scattering series
parameter inversion, i.e., the data described by Zhang (2006); Jiang et al. (2008); X. Li and Weglein
(2008); Li and Weglein (2010); Wang et al. (2009); Liang et al. (2009).

For simplicity, let's consider a 1D case where the recorded data is a function of time d(t)18, but the
data used in Zhang (2006); Jiang et al. (2008); X. Li and Weglein (2008); Li and Weglein (2010);
Wang et al. (2009); Liang et al. (2009) are all a function of depth D(z)19. How are they connected?

First of all, an event in the time domain, its arrival time; for example, t is converted to pseudo
depth z = c0

t where c0 is the reference velocity. This can be achieved by letting them be equal in

the Fourier domain D̃(kz) = D̃(2ω/c0) = d̃(ω), where their de�nition in the Fourier domain are:

d̃(ω) =

∞∫
−∞

dteiωtd(t), (76)

and

D̃(kz) =

∞∫
−∞

dzeikzzD(z). (77)

Consequently, D(z) can be linked to d(t) as follows z = c0t/2, t = 2z/c0:

D(z) =
1

2π

∞∫
−∞

dkze
−ikzzD̃(kz) =

1
2π

∞∫
−∞

e−i(2ω/c0)zD̃(2ω/c0)d(2ω/c0)

=
2
c0

1
2π

∞∫
−∞

e−iω(2z/c0)D̃(2ω/c0)dω =
2
c0

1
2π

∞∫
−∞

e−iω(2z/c0)d̃(ω)dω

=
2
c0
d(2z/c0)

(78)

From Equation (78), the data in the depth domain can be obtained from data in the time domain
by stretching the argument by a factor c0

2 and squeezed by its reciprocal 2
c0
. Consequently, the total

area remain the same:
∞∫
−∞

d(t)dt =
∞∫
−∞

D(z)dz.

18We used the lower-case d to denote data in the time domain.
19We use the upper-case D to denote data in depth.
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12 Appendix C: General relation of ηm,n(u, v)

This section contains analytic results of η−1,0, η−1,2 and η1,0 obtained by mountain top expansion.
For u > 0 , −∞ < v <∞:

η−1,0(u, v) =
1

2π

∞∫
−∞

dkz
ei[u

?√<kz>2−1−vkz ]

i ?
√
<kz>2 − 1

= −H(v − u)J0

(√
v2 − u2

)

= −H(v − u)
∞∑
m=0

1
[m!]2

(
u2 − v2

4

)m (79)

η−1,2(u, v) =
1

2π

∞∫
−∞

dkz
(−ikz)2ei[u

?√<kz>2−1−vkz ]

i ?
√
<kz>2 − 1

=
∂2η−1,0(u, v)

∂v2

=− δ′(v − u) +
v

2
δ(v − u)

−H(v − u)

[
u2 + v2

4

∞∑
m=0

[(u2 − v2)/4]m

m!(m+ 2)!
− 1

2

∞∑
m=0

[(u2 − v2)/4]m

[m!]2

]

= −δ′(v − u) +
v

2
δ(v − u)−H(v − u)

[
u2 + v2

u2 − v2
J2

(√
u2 − v2

)
− 1

2
J0

(√
u2 − v2

)]
(80)

η1,0(u, v) =
1

2π

∞∫
−∞

dkz

[
i ?
√
<kz>2 − 1

]
ei[u

?√<kz>2−1−vkz ] =
∂2η−1,0(u, v)

∂u2

=− δ′(v − u) +
u

2
δ(v − u)

−H(v − u)

[
u2 + v2

4

∞∑
m=0

[(u2 − v2)/4]m

m!(m+ 2)!
+

1
2

∞∑
m=0

[(u2 − v2)/4]m

[m!]2

]

= −δ′(v − u) +
v

2
δ(v − u)−H(v − u)

[
u2 + v2

u2 − v2
J2

(√
u2 − v2

)
+

1
2
J0

(√
u2 − v2

)]
(81)
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Note: A derivation of the HOIS closed form

Z. Wang, A. B. Weglein and F. Liu

Abstract

The high order imaging subseries closed form (HOIS, Liu (2006)) is a critical advancement

for imaging using inverse scattering series (ISS) (Weglein et al., 2002) from the leading order

imaging subseries closed form (LOIS, Shaw et al. (2004)). It not only captures more terms than

the LOIS closed form, but also avoids the misusing of the deeper events for the location of the

shallow ones (Zhang et al. (2006)). However, the HOIS closed form is mainly a conjecture from

intuition and there is no clear derivation. It is hard to go further from HOIS closed form for 1D

medium to more general cases, e.g., medium with lateral variations or acoustic/elastic medium

with not only velocity variations. In this note, we show a clear derivation of the HOIS closed

form, which proves this conjecture and provides a method for future research.

1 Introduction

Conventional imaging algorithms use the velocity underneath to do imaging, which is a big challenge
especially when the medium is complex. The inverse scattering series aims to perform imaging
without the subsurface information. In an Earth model that only allows variations in velocity, two
di�erent inverse scattering imaging subseries with di�erent degrees of imaging capture and capability
closed forms have been identi�ed and tested in M-OSRP: LOIS in Shaw et al. (2004) with a detail
derivation:

αLOIS(z) = α1

(
z − 1

2

∫ z

−∞
α1(u)du

)
(1)

and HOIS in Liu (2006) without a derivation, and mainly conjectured from the intuition:

αHOIS
(
z +

1
2

∫ z

−∞
du

α1(u)
1− 0.25α1(u)

)
= α1(z). (2)

The HOIS closed form not only captures more terms in ISS than LOIS, it also avoids the misusing
of the deeper events for the shift of the shallow ones (Zhang et al. (2006)) which can be explained
as following:

(1). In LOIS, the value of αLOIS at depth z equals the value of α1 at depth z− 1
2

∫ z
−∞ α1(u)du = z′b,

if z > z′b which often is true,
1
2

∫ z
−∞ α1(u)dumeans it needs to use events from −∞ to z (deeper

than z′b) to help the location of event at z′b (shown in the left panel of Fig. 1);
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bz′duu
z

)(1∫ α
z

bz)(1∫
∞−

LOISα1α

bz′′bz )(

zbz∫
∞− −

b

u
udu

)(25.01
)(

1

1

α
α

HOISα1α

Figure 1: A schematic of the relationships between the locations of an event and the events used to do the

shift in LOIS (left panel) and HOIS (right panel).

(2). While for the HOIS, the value of αHOIS at depth z = z′b + 1
2

∫ z′b
−∞ du

α1(u)
1−0.25α1(u) equals the

value of α1 at depth z′b, so it uses events from −∞ to z′b to help the location of event at z′b
(shown in the right panel of Fig. 1).

In this note, we derived the HOIS closed form in two steps: the �rst step, by capturing more terms
than LOIS, we derived the Shifted LOIS closed form (SLOIS) (Zhang et al. (2006)):

αSLOIS
(
z +

1
2

∫ z

−∞
α1(u)du

)
= α1(z); (3)

The second step was deriving HOIS.

2 Review of deriving the LOIS closed form

In Shaw et al. (2004), α2(z) and α3(z) for the 1D constant density variable velocity acoustic medium
were calculated:

α2(z) = −1
2

(
α2

1(z) +
[
dα1(z)
dz

] ∫ z

−∞
α1(u)du

)
(4)

α3(z) =
3
16
α3

1(z) +
3
4
α1(z)

[
dα1(z)
dz

](∫ z

−∞
α1(u)du

)
+

1
8

[
d2α1(z)
dz2

](∫ z

−∞
α1(u)du

)2
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−1
8

[
dα1(z)
dz

](∫ z

−∞
α2

1(u)du
)

− 1
16

∫ z

−∞

∫ z

−∞

[
dα1(u)
du

] [
dα1(v)
dv

]
α1(u+ v − z)dudv (5)

The leading-order terms were taken out and the LOIS closed form was derived:

αLOIS(z) = α1(z)− 1
2

[
dα1(z)
dz

](∫ z

−∞
α1(u)du

)
+

1
8

[
d2α1(z)
dz2

](∫ z

−∞
α1(u)du

)2

+ · · ·

=
∞∑
n=0

1
n!

[
dnα1(z)
dzn

](
−1

2

∫ z

−∞
α1(u)du

)n
= α1

(
z − 1

2

∫ z

−∞
α1(u)du

)
(6)

Here the nth term comes from the nth order term αn(z).

3 Derivation of the Shifted LOIS closed form

Next, we will show the derivation of SLOIS:

αSLOIS
(
z +

1
2

∫ z

−∞
α1(u)du

)
= α1(z). (7)

If expanding L.H.S. of Equation 7 in the same way as for the LOIS closed form, we will get:

α1(z) = αLOIS
(
z +

1
2

∫ z

−∞
α1(u)du

)
=

∞∑
n=0

(
1
n!

)[
dnαLOIS(z)

dzn

](
1
2

∫ z

−∞
α1(u)du

)n
= αLOIS(z) +

∞∑
n=1

(
(1/2)n

n!

)[
dn[α1(z) + α2(z) + α3(z) + · · · ]

dzn

](∫ z

−∞
α1(u)du

)n
(8)

αLOIS(z) = α1(z)−
∞∑
n=1

(
(1/2)n

n!

)[
dn[α1(z) + α2(z) + α3(z) + · · · ]

dzn

](∫ z

−∞
α1(u)du

)n
(9)

This gives us an indication that maybe we should keep the terms with the derivative of αi(i ≥ 2),
instead of expanding it into α1. For example, the equation for α3 is:

G0k
2
0α3G0 = −G0k

2
0α2G0k

2
0α1G0 −G0k

2
0α1G0k

2
0α2G0 −G0k

2
0α1G0k

2
0α1G0k

2
0α1G0, (10)
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and separate it into parts α31, α32 and α33, which are:

G0k
2
0(α31 + α32)G0 = −G0k

2
0α2G0k

2
0α1G0 −G0k

2
0α1G0k

2
0α2G0, (11)

G0k
2
0α33G0 = −G0k

2
0α1G0k

2
0α1G0k

2
0α1G0. (12)

The parts with dαi
dz (i ≥ 2) are α31 + α32, which has the solution:

α31 + α32 = −α1(z)α2(z)− 1
2

[
dα1(z)
dz

] ∫ z

−∞
α2(u)du− 1

2

[
dα2(z)
dz

] ∫ z

−∞
α1(u)du. (13)

Expand α2 into α1 except dα2
dz and then α3 will become:

α3(z) = α31 + α32 + α33

=
3
16
α3

1(z)− 1
2

[
dα2(z)
dz

] ∫ z

−∞
α1(u)du

−1
8

[
d2α1(z)
dz2

](∫ z

−∞
α1(u)du

)2

− 1
8

[
dα1(z)
dz

](∫ z

−∞
α2

1(u)du
)

− 1
16

∫ z

−∞

∫ z

−∞

[
dα1(u)
du

] [
dα1(v)
dv

]
α1(u+ v − z)dudv (14)

Do the same for the ith order term:

G0k
2
0(αi1 + αi2)G0 = −G0k

2
0α1G0k

2
0αi−1G0 −G0k

2
0αi−1G0k

2
0α1G0. (15)

In the solution:

αi1(z) +αi2(z) = −α1(z)αi−1(z)− 1
2

[
dα1(z)
dz

] ∫ z

−∞
αi−1(u)du− 1

2

[
dαi−1(z)

dz

] ∫ z

−∞
α1(u)du, (16)

keep dαi−1

dz , not expanding it into α1(z).

The terms:

−1
2

[
dαi−1(z)

dz

] ∫ z

−∞
α1(u)du

are similar to the second order term in LOIS and if summing them up, we can get:

− 1
2

∞∑
i=1

[
dαi(z)
dz

] ∫ z

−∞
α1(u)du = −1

2

[
d
∑∞

i=1 αi(z)
dz

] ∫ z

−∞
α1(u)du

= −1
2

[
dα(z)
dz

] ∫ z

−∞
α1(u)du (17)

Do the same for the other terms in the LOIS:
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For nth term (1/2)n

n!

[
dnα1(z)
dzn

] (∫ z
−∞ α1(u)du

)n
(n ≥ 1) in LOIS, we solve equations as following:

G0k
2
0[αm]partG0 = −

∑
G0k

2
0Θ1G0 · · · k2

0Θn+1G0 (m ≥ n+ 1) (18)

Here, in θ1, θ2, · · · , θn+1, only one of them equals αm−n and the others are all α1. The
∑

is summing
over all the di�erent combinations and [αm]part means it is a part of αm. Then summing up the
following terms:

−(1/2)n

n!

[
dnαi(z)
dzn

](∫ z

−∞
α1(u)du

)n
(i = m− n ≥ 1)

over all m (which is the same as summing over i):

− (1/2)n

n!

∞∑
i=1

[
dnαi(z)
dzn

](∫ z

−∞
α1(u)du

)n
= −(1/2)n

n!

[
dn
∑∞

i=1 αi(z)
dzn

](∫ z

−∞
α1(u)du

)n
= −(1/2)n

n!

[
dnα(z)
dzn

](∫ z

−∞
α1(u)du

)n
(19)

It is the nth-order term in SLOIS and is from summing over the terms similar to nth-order term in
LOIS. So the SLOIS is:

αLOIS(z) = α1(z)− 1
2

[
dα(z)
dz

](∫ z

−∞
α1(u)du

)
−1

8

[
d2α(z)
dz2

](∫ z

−∞
α1(u)du

)2

− · · · (20)

Notice that, di�erent from the LOIS, the nth-order term of SLOIS αSLOISn is contributed by not
only αn but also terms αm(m > n).

The terms, except the leading-order, would contribute to the αSLOIS(z), so we would remove the
others and just keep the leading-order terms in α on the right hand side:

αSLOIS(z) = α1(z)− 1
2

[
dαSLOIS(z)

dz

](∫ z

−∞
α1(u)du

)
−1

8

[
d2αSLOIS(z)

dz2

](∫ z

−∞
α1(u)du

)2

− · · · (21)

α1(z) = αSLOIS(z) +
1
2

[
dαSLOIS(z)

dz

](∫ z

−∞
α1(u)du

)
+

1
8

[
d2αSLOIS(z)

dz2

](∫ z

−∞
α1(u)du

)2

+ · · ·

=
∞∑
n=0

(
(1/2)n

n!

)[
dnαSLOIS(z)

dzn

](∫ z

−∞
α1(u)du

)n
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= αSLOIS
(
z +

1
2

∫ z

−∞
α1(u)du

)
(22)

This is the SLOIS closed form. As we mentioned in the beginning, it avoids the misuse of the deeper
events for the location of the shallow ones.

4 Derivation of the HOIS closed form

Next, we will derive the HOIS closed form:

αHOIS
(
z +

1
2

∫ z

−∞
du

α1(u)
1− 0.25α1(u)

)
= α(z). (23)

In the previous section, we have already shown that if we keep all the terms with dαi
dz (i ≥ 2), then

the expressions for α2 and α3 are:

α2(z) = −1
2

(
α2

1(z) +
[
dα1(z)
dz

] ∫ z

−∞
α1(u)du

)
(24)

α3(z) =
3
16
α3

1(z)− 1
2

[
dα2(z)
dz

] ∫ z

−∞
α1(u)du

−1
8

[
d2α1(z)
dz2

](∫ z

−∞
α1(u)du

)2

− 1
8

[
dα1(z)
dz

](∫ z

−∞
α2

1(u)du
)

− 1
16

∫ z

−∞

∫ z

−∞

[
dα1(u)
du

] [
dα1(v)
dv

]
α1(u+ v − z)dudv (25)

For α3, the �rst term is inversion-only and the �fth term is for the multiple. The second and third
terms are for imaging and have already been included in the SLOIS closed form. Now we consider
the fourth term the same as we have shown before. Regarding the di�erential part, there will be
higher terms to compute α1 to α in the derivative part, that is:

−1
8

[
dα(z)
dz

](∫ z

−∞
α2

1(u)du
)
.

which and the second term in LOIS:

−1
2

[
dα(z)
dz

] ∫ z

−∞
α1(u)du

are the �rst two terms of:

−1
2

[
dα(z)
dz

] ∫ z

−∞
du

α1(u)
1− 0.25α1(u)

= −1
2

[
dα(z)
dz

] ∫ z

−∞
duα1(u)

(
1 +

1
4
α1(u) +

1
16
α2

1(u) + · · ·
)

We can imagine that the higher order terms here would be provided by the higher terms α4, α5 · · · .
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Then we get the HOIS:

αHOIS(z) = α1(z)− 1
2

[
dα(z)
dz

] ∫ z

−∞
du

α1(u)
1− 0.25α1(u)

−1
8

[
d2α(z)
dz2

](∫ z

−∞
du

α1(u)
1− 0.25α1(u)

)2

− · · · (26)

The same as the LOIS closed form, terms except the higher-order would contribute to the αHOIS(z),
keep higher-order terms in α on the right-hand side:

αHOIS(z) = α1(z)− 1
2

[
dαHOIS(z)

dz

] ∫ z

−∞
du

α1(u)
1− 0.25α1(u)

−1
8

[
d2αHOIS(z)

dz2

](∫ z

−∞
du

α1(u)
1− 0.25α1(u)

)2

− · · · (27)

α1(z) = αHOIS(z) +
1
2

[
dαHOIS(z)

dz

] ∫ z

−∞
du

α1(u)
1− 0.25α1(u)

+
1
8

[
d2αLOIS(z)

dz2

](∫ z

−∞
du

α1(u)
1− 0.25α1(u)

)2

+ · · ·

=
∞∑
n=0

(
(1/2)n

n!

)[
dnαHOIS(z)

dzn

](∫ z

−∞
du

α1(u)
1− 0.25α1(u)

)n
= αHOIS

(
z +

1
2

∫ z

−∞
du

α1(u)
1− 0.25α1(u)

)
(28)

This is the HOIS closed form we are trying to get.

5 Discussions and conclusions

In this note, a clear derivation of the HOIS closed form is given. It proves the correctness of the
HOIS closed form and provides a tool for further captures in the case of a medium with lateral
variations or multi-parameters. Wang et al. (2009) used a similar analysis for the two-parameter
acoustic medium and captured more terms beyond the conjecture.

6 Acknowledgements

All M-OSRP sponsors are gratefully appreciated for their support in the research. This work has
been partially funded by NSF-CMG (award DMS-0327778) and U.S. DOE-BES (Grant No. DOE-
De-FG02-05ER15697).

124



Imaging M-OSRP09

References

Liu, F. Multi-dimensional depth imaging without an adequate velocity model. PhD thesis, University
of Houston, 2006.

Shaw, S. A., A. B. Weglein, D. J. Foster, K. H. Matson, and R. G. Keys. �Isolation of a leading order
depth imaging series and analysis of its convergence properties.� Journal of Seismic Exploration
2 (November 2004): 157�195.

Wang, Z., A. B. Weglein, and X. Li. �New capture of direct velocity independent depth imaging
in a one-dimension two-parameter acoustic earth.� Mission-Oriented Seismic Research Program
(M-OSRP) Annual Report. 2009.

Weglein, A. B., D. J. Foster, K. H. Matson, S. A. Shaw, P. M. Carvalho, and D. Corrigan. �Predicting
the correct spatial location of re�ectors without knowing or determining the precise medium and
wave velocity: initial concept, algorithm and analytic and numerical example.� Journal of Seismic
Exploration 10 (2002): 367�382.

Zhang, J., F. Liu, Kristopher Innanen, and Arthur B. Weglein. �Comprehending and analyzing
the leading order and higher order imaging closed forms derived from inverse scattering series.�
Mission-Oriented Seismic Research Program Annual Report (2006): 149�159.

125



Note: Evaluations of the HOIS closed form and its two variations

Z. Wang, A. B. Weglein., and F. Liu

Abstract

For any imaging algorithm it is important to know the following properties:

1. Assumptions: Can we use the algorithm to solve our problem?

2. E�ciency: How much does the algorithm cost if we use it?

3. Performance: How good is the result?

For people developing algorithms, they design new algorithms or improve existing algorithms by

removing the assumptions or revising the preprocessing to satisfy the assumptions, enhancing

the e�ciency, or improving the performance. For people utilizing algorithms, they decide which

algorithm to use by comparing these properties with the problems they are trying to solve, the

resources they have, and the aims they are trying to achieve.

Higher-order imaging subseries (HOIS, Liu et al. (2005)), derived from inverse scattering series

(ISS), does not need the subsurface velocity and very fast (a little more than constant velocity

FK migration). In this work, we will focus on evaluating the performance of the HOIS and two

of its variations. One variation is designed for a very large contrast medium and another one

is similar to HOIS and shows up in the process of developing imaging algorithm for multip-

parameter Earth (Wang et al., 2009).

1 Introduction

For complex media, velocity analysis has di�culties and the requirement for velocity-dependent
algorithms is violated. Inverse scattering series (ISS) provides another choice: imaging without
subsurface information. There are two di�erent imaging subseries proposed by M-OSRP for one-
parameter medium (constant density): leading-order imaging subseries (LOIS, Shaw and Weglein
(2004)) and higher-order imaging subseries(HOIS, Liu et al. (2005)). The HOIS captures more terms
than the LOIS and comparations have been made in Liu et al. (2005). But neither of them captures
all of the terms. Zhang et al. (2006) shows that HOIS is able to accurately shift the second interface
to the correct location but not the deeper interfaces. In this note, from the analytic calculation, we
gave evaluations of HOIS and its two other variation forms. One variation is designed for a very
large contrast medium and another one is similar to HOIS and shows up in the process of developing
imaging algorithm for multip-parameter Earth (Wang et al., 2009).
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                          00 ,dc
 

              33 ,dc  

 

 

              11,dc  
 
 

 

              22 ,dc  
 

Source/Receiver

Figure 1: A 1D four-layer model with velocities c0, c1, c2, c3 and thicknesses d0, d1, d2,∞.

2 The model being used

Our aim is to give clear evaluations of HOIS:

αHOIS
(
z +

1
2

∫ z

−∞
du

α1(u)
1− 0.25α1(u)

)
= α1(z) (1)

and two other closed forms:

αHHOIS

(
z +

1
2

∫ z

−∞
du

α1(u) + 0.0625
∫ u−∆
−∞ dvα′1(v)α2

1(v −∆)

1− 0.25α1(u) + 0.015625
∫ u−∆
−∞ dvα′1(v)α1(v −∆)[1− α1(v −∆)]

)
= α1(z);

(2)

αHOIS(z) = α1

(
z − 1

2

∫ z

−∞
du

α(u)
1 + 0.25α(u)

)
, (3)

here ∆ in Equation 2 is a constant ususally just choosing it as the wavelength.

A 1D four-layer constant-density acoustic model (Fig. 1) would be simple but su�cient to indi-
cate the accuracies of these algorithms. In this model, the layers have velocities c0, c1, c2, c3 and
thicknesses d0, d1, d2,∞.

Supposing that both the source and receiver are located at depth zero and if there is a spike from
the source at t = 0, some data D would be received at the receiver (just primaries):

D(t) = R1δ(t− t1) + R̂2δ(t− t2) + R̂3δ(t− t3) (4)
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where the amplitudes and arrival times have the relationship as below:

R1 =
c1 − c0

c1 + c0
, R2 =

c2 − c1

c2 + c1
, R3 =

c3 − c2

c3 + c2
,

T01 = 1−R1, T10 = 1 +R1, T12 = 1−R2, T21 = 1 +R2,

R̂2 = T01T10R2 = (1−R2
1)R2,

R̂3 = T01T10T12T21R3 = (1−R2
1)(1−R2

2)R3,

t1 = 2 ∗ d0

c0
, t2 = 2 ∗ (

d0

c0
+
d1

c1
), t3 = 2 ∗ (

d0

c0
+
d1

c1
+
d2

c2
).

Using the equation for α1 (constant velocity FK migration) we can get:

α1(z) = 4R1H(z − z′1) + 4R2(1−R2
1)H(z − z′2) + 4R3(1−R2

2)(1−R2
1)H(z − z′3) (5)

α′1(z) = 4R1δ(z − z′1) + 4R2(1−R2
1)δ(z − z′2) + 4R3(1−R2

2)(1−R2
1)δ(z − z′3) (6)

where z′i is the pseudo depth for the ith interface. They are imaged for the events using reference
velocity c0:

z′1 = d0, z′2 = d0 +
c0d1

c1
, z′3 = d0 +

c0d1

c1
+
c0d2

c2

3 Evaluation of the HOIS closed form

By using Equation 5:

α1(z) = 4R1H(z − z′1) + 4R2(1−R2
1)H(z − z′2) + 4R3(1−R2

2)(1−R2
1)H(z − z′3)

into HOIS:

αHOIS
(
z +

1
2

∫ z

−∞
du

α1(u)
1− 0.25α1(u)

)
= α1(z).

we will get the locations of the interfaces:

zHOIS1 = z′1 +
1
2

∫ z′1

−∞
du

α1(u)
1− 0.25α1(u)

= d0, (7)

zHOIS2 = z′2 +
1
2

∫ z′2

−∞
du

α1(u)
1− 0.25α1(u)

= d0 +
c0d1

c1
+
c0d1

c1
∗ 2R1

1−R1
= d0 + d1, (8)

zHOIS3 = z′3 +
1
2

∫ z′3

−∞
du

α1(u)
1− 0.25α1(u)

= z′2 +
1
2

∫ z′2

−∞
du

α1(u)
1− 0.25α1(u)

+ (z′3 − z′2) +
1
2

∫ z′3

z′2

du
α1(u)

1− 0.25α1(u)
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= d0 + d1 +
c0d2

c2
∗ 1 +R1 +R2(1−R2

1)
1−R1 −R2(1−R2

1)

= d0 + d1 + d2 ∗
(1−R1)(1−R2)
(1 +R1)(1 +R2)

∗ (1 +R1)(1 +R2 −R1R2)
(1−R1)(1−R2 −R1R2)

= d0 + d1 + d2 + d2 ∗
2R1R

2
2

1−R1R2 −R2
2 −R1R2

2

(9)

Comparing with the correct locations, zHOIS1 and zHOIS2 give the exact value, while zHOIS3 has a
deviation from the exact which is:

∆dHOIS2 = d2 ∗
2R1R

2
2

1−R1R2 −R2
2 +R1R2

2

. (10)

It is in the third order of the re�ectivity and �rst order of the thickness, which is related to the size of
the di�erences between the actual and reference media and the duration of this di�erences. Usually,
this deviation is not large. For example, if R1 = R2 = 0.1 and d2 = 0.5mi, ∆dHOIS2 ≈ 1(meters).
This can be ignored. But when the di�erences between the actual and reference medium are big
and/or the duration of these di�erences are large, for example R1 = R2 = 0.5 and d2 = 1mi, the
deviation would be ∆dHOIS2 ≈ 250(meters) and can not be neglected.

4 Evaluation of the HHOIS closed form

Equation 10 shows that the deviation from the correct location would be obvious by using HOIS
closed form when the size and duration of the di�erences between actual and reference medium are
large. So we proposed HHOIS closed form to solve this problem:

αHHOIS(z+
1
2

∫ z

−∞
du

α1(u) + 0.0625
∫ u−∆
−∞ dvα′1(v)α2

1(v −∆)

1− 0.25α1(u) + 0.0625
∫ u−∆
−∞ dvα′1(v)α1(v −∆)[1− 0.25α1(v −∆)]

) = α1(z).

Also using

α1(z) = 4R1H(z − z′1) + 4R2(1−R2
1)H(z − z′2) + 4R3(1−R2

2)(1−R2
1)H(z − z′3)

α′1(z) = 4R1δ(z − z′1) + 4R2(1−R2
1)δ(z − z′2) + 4R3(1−R2

2)(1−R2
1)δ(z − z′3),

the locations of the interfaces are:

zHHOIS1 = z′1 +
1
2

∫ z′1

−∞
du

α1(u) + 0.0625
∫ u−∆
−∞ dvα′1(v)α2

1(v −∆)

1− 0.25α1(u) + 0.0625
∫ u−∆
−∞ dvα′1(v)α1(v −∆)[1− 0.25α1(v −∆)]

= d0

zHHOIS2 = z′2 +
1
2

∫ z′2

−∞
du

α1(u) + 0.0625
∫ u−∆
−∞ dvα′1(v)α2

1(v −∆)

1− 0.25α1(u) + 0.0625
∫ u−∆
−∞ dvα′1(v)α1(v −∆)[1− 0.25α1(v −∆)]
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= z′1 +
1
2

∫ z′1

−∞
du

α1(u) + 0.0625
∫ u−∆
−∞ dvα′1(v)α2

1(v −∆)

1− 0.25α1(u) + 0.0625
∫ u−∆
−∞ dvα′1(v)α1(v −∆)[1− 0.25α1(v −∆)]

+z′2 − z′1 +
1
2

∫ z′2

z′1

du
α1(u) + 0.0625

∫ u−∆
−∞ dvα′1(v)α2

1(v −∆)

1− 0.25α1(u) + 0.0625
∫ u−∆
−∞ dvα′1(v)α1(v −∆)[1− 0.25α1(v −∆)]

= d0 +
c0d1

c1
+

1
2

∫ z′2

z′1

du
α1(u) + 0.0625 ∗R1 ∗ 0

1− 0.25α1(u) + 0.0625 ∗R1 ∗ 0 ∗ 1

= d0 +
c0d1

c1
+
c0d1

c1
∗ 2R1

1−R1

= d0 + d1 (11)

zHHOIS3 = z′3 +
1
2

∫ z′3

−∞
du

α1(u) + 0.0625
∫ u−∆
−∞ dvα′1(v)α2

1(v −∆)

1− 0.25α1(u) + 0.0625
∫ u−∆
−∞ dvα′1(v)α1(v −∆)[1− 0.25α1(v −∆)]

= z′2 +
1
2

∫ z′2

−∞
du

α1(u) + 0.0625
∫ u−∆
−∞ dvα′1(v)α2

1(v −∆)

1− 0.25α1(u) + 0.0625
∫ u−∆
−∞ dvα′1(v)α1(v −∆)[1− 0.25α1(v −∆)]

+z′3 − z′2 +
1
2

∫ z′3

z′2

du
α1(u) + 0.0625

∫ u−∆
−∞ dvα′1(v)α2

1(v −∆)

1− 0.25α1(u) + 0.0625
∫ u−∆
−∞ dvα′1(v)α1(v −∆)[1− 0.25α1(v −∆)]

= d0 + d1 + d′2 +
∫ z′3

z′2

du
2R1 + 2R2(1−R2

1) + 0.0625
∫ u−∆
−∞ dvα′1(v)α2

1(v −∆)

1−R1 −R2(1−R2
1) + 0.0625

∫ u−∆
−∞ dvα′1(v)α1(v −∆)[1− 0.25α1(v −∆)]

= d0 + d1 + d′2 +
∫ z′3

z′2

du
2R1 + 2R2(1−R2

1) + 2R2
1R2(1−R2

1)
1−R1 −R2(1−R2

1) +R2(1−R2
1)R1(1−R1)

= d0 + d1 + d2 ∗
(1−R1)(1−R2)
(1 +R1)(1 +R2)

∗ 1 +R1 +R2(1−R2
1) +R2(1−R2

1)R1(1 +R1)
1−R1 −R2(1−R2

1) +R2(1−R2
1)R1(1−R1)

= d0 + d1 + d2 + d2 ∗
2R3

1R
2
2

1−R2
2 −R3

1R2 −R3
1R

2
2

(12)

Comparing with the correct locations, zHHOIS1 and zHHOIS2 give the exact value while zHHOIS3 has
a deviation from the exact, which is:

∆dHHOIS2 = d2 ∗ d2 ∗
2R3

1R
2
2

1−R2
2 −R3

1R2 −R3
1R

2
2

. (13)

Comparing with the result of HOIS:

∆dHOIS2 = d2 ∗
2R1R

2
2

1−R1R2 −R2
2 +R1R2

2

. (14)
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Figure 2: HOIS and HHOIS results of a four-layer model with properties: v0 = 1500m/s, v1 = 2000m/s,
v2 = 5000m/s, v3 = 3000m/s and interfaces at 300m, 1500m, 3000m.
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We can see that the deviation is still proportionate to the thickness but now in �fth order of the
re�ectivity. Because the re�ectivity is always smaller than 1, often very small, HHOIS would always
have a smaller deviation than HOIS as long as the input value of α1 is accurate.

Figure 2 shows the numerical testing results. The left panel is the result using the HOIS and the
right panel is the result using HHOIS. We can see that the result of HHOIS shows a big improvement
over that of HOIS.

5 Evaluation of recursive HOIS

In Wang et al. (2009), for the multi-parameter acoustic medium, instead of getting HOIS-based
`imaging conjecture', we could only get the recursive HOIS (RHOIS) based algorithm directly.
Here, the RHOIS is:

αRHOIS(z) = α1

(
z − 1

2

∫ z

−∞
du

α(u)
1 + 0.25α(u)

)
. (15)

Next we will show the recursive HOIS closed form would be equal to the normal HOIS closed form.

The expression for α1 is:

α1(z) = 4R1H(z − z′1) + 4R2(1−R2
1)H(z − z′2) + 4R3(1−R2

2)(1−R2
1)H(z − z′3).

and suppose αHOIS is:

α(z) = 4R1H(z − zHOIS1 ) + 4R2(1−R2
1)H(z − zHOIS2 ) + 4R3(1−R2

2)(1−R2
1)H(z − zHOIS3 ).

These two should be compatible with each other.

For the �rst interface, it requires:

z′1 = zHOIS1 − 1
2

∫ zHOIS1

−∞
du

α(u)
1 + 0.25α(u)

⇒ zHOIS1 = z′1 = d0. (16)

For the second interface, it requires:

z′2 = zHOIS2 − 1
2

∫ zHOIS2

−∞
du

α(u)
1 + 0.25α(u)

, (17)

d0 +
c0d1

c1
= d0 + dHOIS1 − dHOIS1 ∗ 2R1

1 +R1
, (18)

⇒ dHOIS1 =
c0d1

c1
∗ 1 +R1

1−R1
= d1. (19)

For the third interface, it requires:

z′3 = zHOIS3 − 1
2

∫ zHOIS3

−∞
du

α(u)
1 + 0.25α(u)

, (20)
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z′2 +
c0d2

c2
= zHOIS2 + dHOIS2 − 1

2

∫ zHOIS2

−∞
du

α(u)
1 + 0.25α(u)

− dHOIS2 ∗ 2R1 + 2R2(1−R2
1)

1 +R1 +R2(1−R2
1)
, (21)

⇒ dHOIS2 =
c0d2

c2
∗ 1 +R1 +R2(1−R2

1)
1−R1 −R2(1−R2

1)
= d2 ∗

2R1R
2
2

1−R1R2 −R2
2 −R1R2

2

. (22)

The HOIS closed form and the recursive HOIS closed form have the same result when α has the
same amplitudes but di�erent locations comparing with α1.

In practice, the R.H.S. of Equation 15 requires α(z) which we do not have. But a recursive method
could be used to solve this problem which is: At �rst, we use α1(z) for α(z) on the R.H.S. of
Equation 15 and then use the result of α(z) back to Equation 15 again. Repeating this process until
the result is stable (not changing any more when repeating). This is also why we call it recursive
HOIS.

Because an algorithm similar to equation 15 is had in the two-parameter case, a numerical test
shown below is carried out in the two-parameter case using that algorithm instead of RHOIS. But
the logic behind this is the same. The model we are using is 1D two-parameter and has three layers
with properties v0 = 1500m/s, ρ0 = 1.0g/cm3; v1 = 1600m/s, ρ1 = 1.1g/cm3; v2 = 1700m/s, ρ2 =
1.2g/cm3. Figure 3 and Figure 4 are the results using the HOIS-based `imaging conjecture' and
the RHOIS-based algorithm with two iterations. The �gures show that the results from these two
algorithms are nearly the same which supports the analytical caculation.

6 Discussion and conclusions

In this report, the imaging results of HOIS, HHOIS, and recursive HOIS for a 1D four-layer medium
are calculated. The HHOIS showed obvious improvements while consuming little more calculation
when the size and duration of the di�erences between the actual and reference medium are large.
The recursive HOIS is the same with HOIS but requires iterations. This conclusion is important
in the multi-parameter case for the leap from the direct calculation to the two-parameter `imaging
conjecture'.
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Figure 3: The result of HOIS-based `imaging conjecture' for a three-layer model with properties: v0 =
1500m/s, ρ0 = 1.0g/cm3; v1 = 1600m/s, ρ1 = 1.1g/cm3; v2 = 1700m/s, ρ2 = 1.2g/cm3.
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Figure 4: The results of recursive HOIS-based two-parameter algorithm for a three-layer model with prop-

erties: v0 = 1500m/s, ρ0 = 1.0g/cm3; v1 = 1600m/s, ρ1 = 1.1g/cm3; v2 = 1700m/s, ρ2 =
1.2g/cm3.
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New capture of direct velocity independent depth imaging in a one-dimension

two-parameter acoustic Earth

Z. Wang, A. B. Weglein, and X. Li

Abstract

Among the challenges that the inverse scattering series (ISS) has to address in direct depth

imaging without the velocity are:

1. The size of the di�erence between the actual and reference velocity,

2. The duration of the di�erence,

3. The number of parameters to describe the medium,

4. The number of dimensions of the medium, and

5. The incident angles where the re�ection events occur.

Each of these challenges has its own requirements for the imaging algorithms and many times

they are coupled together. It means even if one imaging algorithm can solve several challenges

seperately it may fail when these challenges happen together.

In this report, we will focus on extending the previous capability of the ISS imaging for a multi-

parameter Earth to accommodate larger di�erences between actual and reference velocity.

1 Introduction

Current migration algorithms have the assumption that the velocity is known which is obtained
from a procedure called �velocity analysis�. For complex media in which the velocity analysis has
di�culties, the assumption is not satis�ed and the performances of the algorithms are a�ected.
One way to avoid these is to improve the performance of the velocity analysis and the other is to
develop algorithms which do not require the actual velocity. The inverse scattering series (ISS)
has been used to derive candidate direct nonlinear imaging algorithms following the latter route
(Weglein et al., 2002) . Shaw and Weglein (2004a) and Shaw and Weglein (2004b) successfully
isolated the leading order imaging subseries (LOIS) in the one-parameter (velocity only variations)
medium. It works well when the di�erences between actual and reference velocity are small. When
the di�erences are large, we need to use the higher order imaging subseries (HOIS, Liu et al. (2005)),
which has a better imaging capability than LOIS. When going from one-parameter medium to two-
parameter medium (both velocity and density variations), an extension was required and proposed
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in what is called the `imaging conjecture' (Weglein (2008), Pages 1-8). The `imaging conjecture' has
a multi-parameter front-end (sitting on top of a Fang Liu type of HOIS imaging algorithm engine)
that excludes density only re�ections and outputs re�ectivity. It can deal with very big contrast
one-parameter medium (constant density case, it will be the same as HOIS) and small contrast
two-parameter medium (Jiang et al. (2008); Li et al. (2008)). In this report, we showed the limited
capabiltiy of the `imaging conjecture' for a large contrast two-parameter medium where these two
challenges happen together. Upon that, an imaging algorithm `beyond capture' is provided and
tested.

2 The `imaging conjecture' for two-parameter medium

Zhang (2006) and Jiang and Weglein (2007) derived the equation for α1, β1:

D(z, θ) = −ρ0

4

[
1

cos2θ
α1(z) + (1− tan2θ)β1(z)

]
, (1)

and de�ned an new �imaging composite� D(z, θ) as following:

D(z, θ) =
1

cos2θ
α1(z) + (1− tan2θ)β1(z) = − 4

ρ0
D(z, θ). (2)

It is a quantity related to the re�ectivity. They also derived the equations for α2, β2 and α3, β3.
Here we rearrange the terms by grouping them as the expressions of (α1−β1) and D(z, θ) whenever
possible:

1
cos2θ

α2(z) + (1− tan2θ)β2(z)

= −1
2

1
cos2θ

D(z, θ)[α1(z)− β1(z)]− 1
2

1
cos2θ

dD(z, θ)
dz

∫ z

−∞
dz′[α1(z′)− β1(z′)] (3)

1
cos2θ

α3(z) + (1− tan2θ)β3(z)

= − 1
cos4θ

[α1(z)− β1(z)][α2(z)− β2(z)] +
1
4

1
cos2θ

β2
1(z)[α1(z)− β1(z)]

+
1
8

1
cos4θ

[α1(z)− β1(z)]2 − 5
16

1
cos6θ

[α1(z)− β1(z)]3

−1
2

1
cos2θ

dD(z, θ)
dz

∫ z

−∞
dz′[α2(z′)− β2(z′)] (4)

+
1
8

1
cos4θ

d2D(z, θ)
dz

[∫ z

−∞
dz′[α1(z′)− β1(z′)]

]2

(5)

−1
8

1
cos4θ

dD(z, θ)
dz

∫ z

−∞
dz′[α1(z′)− β1(z′)]2 (6)
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+
1
2

1
cos2θ

β1(z)
dD(z, θ)
dz

∫ z

−∞
dz′[α1(z′)− β1(z′)] (7)

+
1
2

1
cos4θ

[α1 + (3tan2θ − 1)β1]
dβ1

dz

∫ z

−∞
dz′[α1(z′)− β1(z′)] (8)

Next, We will use the same method for deriving HOIS closed form (Wang et al., 2009a) to show
how the `imaging conjecture' (equation 9)is derived:

DHOIS

(
z +

1
2

∫ z

−∞
dz′

α1(z′)− β1(z′)
cos2θ − 0.25[α1(z′)− β1(z′)]

, θ

)
= D(z, θ). (9)

1. For term (4), it can combine with the second term in Equation 3:

−1
2

1
cos2θ

dD(z, θ)
dz

∫ z

−∞
dz′[α1(z′)− β1(z′)]− 1

2
1

cos2θ

dD(z, θ)
dz

∫ z

−∞
dz′[α2(z′)− β2(z′)]

and we could imagine there will be more terms including
∫ z
−∞ dz

′[α3(z′)−β3(z′)],
∫ z
−∞ dz

′[α4(z′)−
β4(z′)] and so on in the higher-order terms. So the second term in equation 3 would become

−1
2

1
cos2θ

dD(z,θ)
dz

∫ z
−∞ dz

′[α(z′)− β(z′)]. It happens the same for terms including α1 − β1 or β1,
for example, terms (5)-(8). They are all changed from α1 − β1 to α− β and β1 to β.

2. For term (5), it provides the third term in the series:

D(z, θ)−1
2

1
cos2θ

dD(z, θ)
dz

∫ z

−∞
dz′[α1(z′)−β1(z′)]+

1
8

1
cos4θ

d2D(z, θ)
dz

[∫ z

−∞
dz′[α1(z′)− β1(z′)]

]2

+· · ·

and this series can be writen as the LOIS closed form:

DLOIS(z, θ) = D

(
z − 1

2
1

cos2θ

∫ z

−∞
dz′[α1(z′)− β1(z′)], θ

)
. (10)

3. For term (6), combined with the second term in Equation 3 and the other terms from higher
orders, it would provide:

−1
2

1
cos2θ

dD(z, θ)
dz

∫ z

−∞
dz′[α1(z′)− β1(z′)]− 1

8
1

cos4θ

dD(z, θ)
dz

∫ z

−∞
dz′[α1(z′)− β1(z′)]2 − · · ·

= −1
2

1
cos2θ

dD(z, θ)
dz

∫ z

−∞
dz′

α1(z′)− β1(z′)
1 + 0.25[α1(z′)− β1(z′)]/cos2θ

(11)

Collecting all the terms mentioned in 1, 2, and 3 we would get the HOIS closed form as:

DHOIS(z, θ) = D

(
z − 1

2

∫ z

−∞
dz′

α(z′)− β(z′)
cos2θ + 0.25[α(z′)− β(z′)]

, θ

)
. (12)
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In Wang et al. (2009b), it has been shown that this form of HOIS is equal to take the moving part
to the left-hand side of the equation, which is:

DHOIS

(
z +

1
2

∫ z

−∞
dz′

α1(z′)− β1(z′)
cos2θ − 0.25[α1(z′)− β1(z′)]

, θ

)
= D(z, θ). (13)

This is exactly the `imaging conjecture' from Professor Weglein. The middle panels of Figure 1 and
Figure 2 show the results of the `imaging conjecture' for a small and large contrast medium. The
model used in Figure 1 has a smaller velocity contrast (about 6.7%) and the one used in Figure 2 has
a bigger velocity contrast (about 23.3%). We see that for the small contrast medium the `imaging
conjecture' corrects locations of the mislocated re�ectors in FK constant velocity migration, while
for the big contrast medium the second interface is still mislocated especially at large angles. This
indicates that there are more challenges to address for large contrast media.
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Figure 1: The comparison of `the conjecture' and `beyond conjecture' using a three-layer model with small

contrasts in properties: v0 = 1500m/s, ρ0 = 1.0g/cm3; v1 = 1600m/s, ρ1 = 1.1g/cm3; v2 =
1700m/s, ρ2 = 1.2g/cm3. The left panel is the imaging result of D(z, θ) using FK constant

velocity migration, the middle panel is the result of `the conjecture', and the right panel is the

result of `beyond conjecture' imaging capture.
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3 The capture `beyond conjecture'

We notice that there are still imaging terms (term (7) and term (8)) not included in the `imaging
conjecture'. We do not know how to deal with term (8) at the present; however, for term (7), if we
combine it with the second term in equation 3:

−1
2

1
cos2θ

dD(z, θ)
dz

∫ z

−∞
dz′[α1(z′)− β1(z′)] +

1
2

1
cos2θ

β1(z)
dD(z, θ)
dz

∫ z

−∞
dz′[α1(z′)− β1(z′)]

= −1
2

1
cos2θ

[1− β1(z)]
dD(z, θ)
dz

∫ z

−∞
dz′[α1(z′)− β1(z′)]. (14)

So the closed form including all terms similar to (7) would become:

DHOIS

(
z +

1
2

[1− β1(z)]
∫ z

−∞
dz′

α1(z′)− β1(z′)
cos2θ − 0.25[α1(z′)− β1(z′)]

, θ

)
= D(z, θ). (15)

It captures more terms than the `imaging conjecture' and has a better capability. The testing results
for the two models stated above are shown in the right panels of Figure 1 and Figure 2. Note that
comparing with `imaging conjecture', it improves the location of the second re�ector and the range
of angles where the image is reliable.

4 Discussion and conclusions

In this report, the multi-parameter imaging conjecture is reached by analysing and combining the
ISS terms which proves its rationality and correctness. Also, a new capture beyond conjecture is
proposed and tested. Since it includes more imaging terms, the results show good improvements in
both the location of the second re�ector and the range of angles where the image is reliable. This
will be extended to elastic media before �eld data imaging application/test. There is still one more
imaging term in the third order of ISS not included in the new capture and our next aim is to get
it included and provides a better imaging algorithm.
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Figure 2: The comparison of `the conjecture' and `beyond conjecture' using a three-layer model with large

contrasts in properties: v0 = 1500m/s, ρ0 = 1.0g/cm3; v1 = 1850m/s, ρ1 = 1.1g/cm3; v2 =
1350m/s, ρ2 = 1.2g/cm3. The left panel is the imaging result of D(z, θ) using FK constant

velocity migration, the middle panel is the result of `the conjecture', and the right one is the

result of `beyond conjecture' imaging capture.
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Analysis of forward and inverse series for target identi�cation

X. Li and A. B. Weglein

Abstract

A key objective of seismic inversion is to determine the mechanical properties of subsurface

targets towards identifying hydrocarbon resources in the earth. The inverse scattering series can

achieve many distinct traditional processing objectives within a single framework but without

the traditional need for subsurface information. The simplest and prototype inverse problem

(for parameter estimation) is to determine the changes in physical properties across a single

isolated interface from re�ected data. We study, and progress our understanding of, the forward

and inverse series for that speci�c acoustic case. Matson (1996) showed that if the upper half-

space and lower half-space have velocities c0 and c1, respectively, then convergence occurs if

c1 > c0/
√

2 and divergence occurs if c1 < c0/
√

2. Therefore, for smaller re�ection coe�cients

(R.C.) (< −0.1716) the forward series diverges but for larger re�ection coe�cients the forward

series converges. How can that make any sense? First, we show how that surprising result

`makes sense'.

Then we examine the corresponding inverse problem and for the �rst time show that: (1)

the ISS converges for all values of R; (2) the series is a term by term improvement towards

determining c1, when the R.C. < 0.625; (3) when the R.C. > 0.625, the series converges,

but will get worse before it gets better; and (4) for this example the inverse series has better

convergence properties than the forward series. This analysis is a �rst and important step

towards understanding how the inverse scattering series addresses the actual target identi�cation

problem for determining changes in elastic properties and density in a complex multi-D earth.

1 Introduction

The objective of seismic exploration is to determine the location and mechanical properties
of potential hydrocarbon resources in the earth using recorded data. The recorded data
is nonlinearly related to the change of the medium properties across a re�ector. Current
methods for inversion either assume a linear relationship between the amplitude of a primary
and the mechanical property change across the re�ector, which can be violated in practice
and result in erroneous predictions; or assume a nonlinear relationship but use an indirect
model-matching method to seek the solution, which often has a signi�cant computation e�ort
and also has reported ambiguity issues. The inverse scattering series developed by Weglein
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et al. (2003) realizes and honors the nonlinear relationship between the perturbation and the
scattered wave �eld. It is the only multi-D and multi-dimensional direct nonlinear formulasm.
In this extremely complicated framework, there are task speci�c subseries that can achieve all
the seismic processing objectives, such as multiple removal, depth imaging, direct nonlinear
target identi�cation and Q compensasion using only recorded data and reference medium
through the same manner.

A very reasonable question to ask is, when we have an algorithm which is a subseries of inverse
scattering series, how to determine the value of a term or a collection of terms in that task
speci�c subseries? How many terms would be required in practice to achieve a certain level
of e�ectiveness? And when does added terms improve the speci�c task associated with that
subseries? These issues has been addressed for the isolated subseries for free surface multiple
removal and internal multiple removal by understanding speci�cally what each term in that
subseries is designed to accomplish. For example, in SRME, D2 adds to D to remove all the
�rst order free surface multiples, and to alter all higher order free surface multiples. When
this is done, the second order free surface multiples look even worse than before, until D3

sets in and takes care of them. If the second order free surface multiples did not get worse in
preparation for higher terms, when D3 adds up, it will not be able to eliminate the unaltered
second order free surface multiples. This is an illustration of purposeful perturbation which
is de�ned as knowledge of precisely what each term within a given task-speci�c subseries is
designed to achieve.

We notice from the previous example that each term in inverse scattering series has its own
purpose as part of the series working towards the goal associated with that subset. This same
logic is true for target identi�cation subseries too. For inversion purpose, it is reasonable that
we would expect when the second order α2 added to the �rst order α1, the estimation will
move towards the actual value. But an added-value second term is what we want instead
of what the series promised to provide. The direct non-linear inversion for multi-parameter
elastic case even for 1D is complicated. Dr. Haiyan Zhang did a lot of work to get the terms
without integral to the 2nd order (Zhang, 2006). In this report, we analyze and understand
the value of terms in this subseries for target identi�cation by studying a simpler accoustic
problem �rst. These new results from the accoustic example will a�ect how we de�ne the
issues we are going to focus our attention on.

In this report, we extended the previous work on understanding the inverse scattering series
multiple removal method to direct nonlinear target identi�cation. We present a �rst step
study and examples of such understanding. In the �rst section we give a brief description of
the inverse scattering series. In the second section, the convergence properties of the direct
nonlinear inversion subseries are analyzed and also compared with the forward series in Matson
(1996). For the 1D one parameter acoustic case with single re�ector, the inverse scattering
series has better convergence properties than the forward series. In the third section, by
studying the analytic examples, we look at the value of terms for the direct nonlinear target
identi�cation, which provide us a guideline when we move to the more complicated elastic
world.
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2 Inverse scattering series

Starting from the two basic di�erential equations, (Weglein et al., 2003)

LG = δ, (1)

L0G0 = δ. (2)

where L and L0 are the di�erential operators that describe the wave propagation in the actual
and reference medium, respectively; G and G0 are the corresponding Green's functions.
The perturbation and the scattered �eld are de�ned as follows (Weglein et al., 2002):

V = L0 − L, (3)

ψs ≡ G−G0, (4)

The Lippmann-Schwinger equation which relates to G, G0 and V (Taylor, 1972) is the fun-
damental eqation of the scattering theory:

G = G0 +G0V G, (5)

Iterating the above equation back to itself generates the Born series

G = G0 +G0V G0 +G0V G0V G0 + · · · (6)

The scattered �eld ψs can be written as

ψs = G0V G0 +G0V G0V G0 + · · · = (ψs)1 + (ψs)2 + · · · (7)

where the (ψs)n is the portion of ψs that is n
th order in V. The measured values of ψs are the

data D
D = (ψs)ms = (ψs)onthemeasurementsurface. (8)

Expanding V as a series in orders of measured data (Weglein et al., 1997)

V = V1 + V2 + V3 + · · · , (9)

Substituting the inverse form 9 into the forward 7

D = G0(V1 + V2 + · · · )G0

+ G0(V1 + V2 + · · · )G0(V1 + V2 + · · · )G0 + · · · (10)

Evaluating both sides on the measurement surface and set terms of equal order in the data
equal, and we have the set of equations determining V1, V2,... and hence V in terms of D and
G0.

D = [G0V1G0]ms, (11)

0 = [G0V2G0]ms + [G0V1G0V1G0]ms, (12)

0 = [G0V3G0]ms + [G0V1G0V2G0]ms
+ [G0V2G0V1G0]ms + [G0V1G0V1G0V1G0]ms, (13)

...
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3 The inverse scattering subseries for target identi�cation

Consider a 1D constant density variable velocity acoustic medium where the propagation of
the wave �eld P is governed by: (

d2

dz2
+

ω2

c2(z)

)
P = 0 (14)

where ω is the angular frequency, c(z) is the local acoustic velocity, and z is the �eld point of
the wave�eld. If the reference medium is chosen to be an acoustic wholespace with velocity
c0, then the perturbation can be written as:

V (z) =
ω2

c2
0

− ω2

c2(z)
= k2

0α(z) (15)

where α(z) = 1− c2
0/c

2(z) and k0 = ω/c0. And α(z) can be expanded as a series in terms of
data,

α(z) = α1(z) + α2(z) + α3(z) + · · · . (16)

3.1 Convergence properties of the direct nonlinear target identi�cation

subseries

In the previous imaging work, (Shaw et al., 2004) isolated the leading order imaging subseries
and analyzed its convergence properties. Meanwhile, a direct non-linear inversion subseries
was also isolated. Here let us move forward and study the convergence properties of the
inversion subseries. The inversion only terms are:

αAO(z) = α1(z)− 1
2
α2

1(z) +
3
16
α3

1(z) + · · · . (17)

We assume that a plane wave propagates in the medium, and the medium consists of two
half-spaces in contact, with acoustic velocities c0 and c1 and a interface located at z = a as
shown in Figure 1. If the incidence angle is θ, Zhang (2006) showed that α1 can be expressed
as

α1(z) = 4R(θ) cos2 θH(z − a),

where R is the re�ection coe�cient. For normal incidence case R = c1−c0
c1+c0

. When z > a

α1 = 4R.

Substituting α1 into equation (17), the direct non-linear inversion subseries above can be
written as follows:

αAO = 4R− 8R2 + 12R3 − 16R4 + · · · = 4R(
∑
n=0

(n+ 1)(−1)nRn). (18)
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For this simplest example, we can prove this general form for the series from the close form
that R and α has. Since we have a general form now, we can examine the convergence of this
subseries through the ratio test as follws:∣∣∣∣αn+1

αn

∣∣∣∣ =
∣∣∣∣(−1)n+1(n+ 2)Rn+1

(−1)n(n+ 1)Rn

∣∣∣∣ =
∣∣∣∣n+ 2
n+ 1

R

∣∣∣∣ . (19)

We know if lim
n→∞

∣∣∣αn+1

αn

∣∣∣ < 1, this series converges absolutely. That is

|R| < lim
n→∞

n+ 1
n+ 2

= 1. (20)

Thus, the direct non-linear inversion subseries converges when the re�ection coe�cient |R| is
less than 1, which is always true. Hence, for this example, the inverse series will converge
under any velocity contrasts between the two media. Compared to the forward series which
is convergent for a certain range of relative medium velocites, the inverse series has better
convergence properties. We will discuss this in the subsection about the forward scattering
series studied in Matson (1996).

3.2 Analytic examples

Now, back to the inverse subseries for target identi�cation, we know that for the model
described previously with 1D earth single re�ector, it converges for all values of R. For
this well-converging subseries, there are other issues we want to know: How about the rate
of convergence? Is it a term-by-term added value improvement towards determining the
actual medium properties? In this section, we study these issues by looking at three analytic
examples with di�erent velocity contrasts. Considering the examples shown in Figures 2, 3
and 4. In these three pictures, the horizontal axis shows the number of terms added in the
estimation. For example, the corresponding points on the red line of nth term means the nth

order estimation of α, which is
n∑
i=1

αi. The green line represents the actual value of α, the red

line represents the estimation value of α, and the blue line represents the error between the
estimation and the actual value.

We now examine the convergence properties of the inversion subseries to the velocity contrast.
From Figure 2 to Figure 4, we notice: 1, The smaller the contrast, the faster the series will
converge. When the velocity contrast is getting bigger, the error of α1 esitmation is getting
bigger, so it takes more terms and e�orts to deal with the issue; 2, Analytic tests for this
1D acoustic layered model shows that when the re�ection coe�cient R is smaller than 0.625,
this series is always a term-by-term added value improvement towards determining c1. For
example, in Figure 2, as more terms are captured and added up, the error is approaching
zero, which means the estimation is getting closer to the actual value of α; when the re�ection
coe�cient is larger than 0.625 as in the other two cases, the series is still convergent, but the
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Figure 2: In this case, c0 = 1500m/s, c1 =
3000m/s, α = 0.75, R = 0.3333, where R
is the re�ection coe�cient. The green line

represents the actual value of parameter α,

the red line shows the nth order estimation,

the blue line is the absolute error between

the actual value and the estimation.
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Figure 3: This one shows the case of c0 =
1500m/s, c1 = 6500m/s, α = 0.946746,
R = 0.625.
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Figure 4: c0 = 1500m/s, c1 = 8000m/s, α =
0.964844, R = 0.6842.

estimation will get worse before it gets better; 3, Each term works towards the �nal goal,
for example, the higher order terms always correct towards the right direction; 4, Sometimes
when more terms in the series are included, the estimation looks worse locally (for example, in
Figure 3, when α2 is included, the estimation is worse than α1; and in Figure 4, when α3 is
included, the estimation is still worse than α1), as soon as it starts to improve the estimation
at a certain order, the results never get worse again, every single term after that order will
produce an improved estimation. As we can see from these examples, each term is a team
player towards a collective goal, and speci�c intended function for that term does not depend
on what we expect. These favorable properties of target identi�cation are consequences of
directness and purposefulness of the entire series, same as the free surface multiple removal
algorithms illustrated in Weglein et al. (2003) and depth imaging illustrated in Weglein et al.
(2008). This �rst step study and new results have very important conceptual and practicle
implication for direct nonlinear inversion.

3.3 Analysis of forward scattering series

Forward scattering takes the reference medium, the reference wave�eld and the perturbation
operator as input and outputs the actual wave�eld. Matson (1996) showed for a layered
model with only velocity variation, the re�ection coe�cient (R) and transmission coe�cient
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(T) produced from this scattering model are series in terms of perturbation. When the
reference velocity is less than

√
2 times the lowest velocity in the scattering region, the R

and T are consistant with the classic results. For the simple example described in previous
section, the forward scattering series gives R in terms of α = 1− c2

0/c
2
1 as follows:

R =
1
4
α+

1
8
α2 +

5
64
α3 + · · · . (21)

This series will converge if c1 > c0/
√

2 (or R > −0.1716), and will diverge if c1 < c0/
√

2
(or R < −0.1716). This result seems a little surprising: for bigger re�ection coe�cient the
series will converge, while for smaller re�ection coe�cient it will not converge regardless of the
velocity contrast between the two layers. In order to better understand the physical meaning
behind the simple math, let us rewrite α as follows:

α =
c2

1 − c2
0

c2
1

=
c1 − c0

c1 + c0

(c1 + c0)2

c2
1

. (22)

The transmission coe�cient T from layer 1 to layer 2 is de�ned as T = 1 +R, we have

α = 4R/T 2.

We notice that the perturbation α is related to the combination of R and T . The convergence
of the forward series requires |α| to be less than 1, which means |4R/T 2| should be less than
1. As we �nd out from last subsection, for the inverse series to be convergent, all it needs
is |R| to be less than 1. We have a clear idea about the di�erence between the convergence
conditions for the forward and inverse series. Let us take a closer look at the forward series:
Suppose c0 is �xed and c1 is at some value that is bigger than c0/

√
2, when c1 increases,

4R/T 2 increases. From equation 22, we can see when c1 goes to in�nity, α goes to 1 but
smaller than 1, the convergence of the series always holds; when c1 decreases, so does 4R/T 2,
but when c1 is small enough, R starts to change sign and T can be very small, at some point
4R/T 2 will reach −1 and go beyond that, then this series will diverge.

4 Conclusions

In conclusion, we have analyzed the convergence properties and extended the prevous work on
understanding the term-by-term value of ISS multiple removal method to the direct nonlinear
target identi�cation. From the analytic examples, we notice that the smaller the contrast the
faster the series will converge. For the �rst time it is shown: for this example, inverse series
has more favorable convergence properties than forward series; the inverse series for target
identi�cation is convergent for all values of re�ection coe�cient (R.C.); when R.C. is smaller
than 0.625, the series is a term-by-term added value improvement towards determining the
unknown lower half-space velocity, otherwise, the estimation will get worse before it gets
better. This �rst step provides us a guideline and will a�ect our e�orts in direct nonlinear
inversion as we move to the more complicated elastic world.
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An unanticipated and immediate AVO by-product (responding to pressing type

I and type II AVO challenges) delivered within the ISS imaging program

X. Li, A. B. Weglein, and H. Liang

Abstract

Depth imaging through a complicated geologic overburden is an important and long standing

challenge in exploration seismology. Inverse scattering series (ISS) depth imaging subseries has

the potential of producing an image of earth directly using only recorded data and reference

medium. An `imaging conjecture' for multi-parameter was proposed by Weglein (2009), pages

1-8, to extend the single parameter imaging algorithm of Shaw et al. (2004) and Liu et al. (2005).

A single collective image of a re�ectivity like quantity as a function of angle is output as part

of the imaging conjecture. We examine this unanticipated AVO by-product for type I and type

II AVO targets and applications. In the previous reports (Li et al., 2009; Jiang et al., 2009), we

analyzed and tested the 1D analytic example for a two-parameter (velocity and density) acoustic

medium. In this report, we follow up the multi-parameter imaging study and show initial elastic

results where ISS imaging conjecture not only produces a �at common image gather at correct

depth without needing the velocity but also preserve the zero crossing information in re�ection

coe�cient.

1 Introduction

The ISS can achieve all seismic processing objectives (including depth imaging) directly and
without subsurface information. The ISS direct depth imaging without the velocity algorithm
describes a non-linear relationship between data and the wave�eld. Since the goal of our
imaging project was to use the ISS for locating structure without knowing any subsurface
information, it was reasonable to begin with an earth model that only allowed unknown
velocity variations. There are di�erent ISS imaging subseries with di�erent degrees of imaging
capture and capability. For example, (Weglein et al., 2000; 2002; 2003), LOIS (Shaw et al.,
2003a;b; Innanen, 2003) and HOIS (Liu, 2006) were developed for earth models where only
the velocity was variable and was assumed to be initially unknown and remained unknown.
LOIS and HOIS refer to the leading and higher order imaging subseries.

In reality, the earth can have rapid and unknown variations in both velocity and density. We
want a minimally complicated model that is adequate to achieve our predictive purposes but
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not too simple to be unrealistic, nor too complicated to be more than necessary to reach E&P
goals. So we need a multi-parameter ISS to study how the depth imaging task is performed
in this more realistic and much more complicated earth model. With all current leading-edge
imaging methods which require an accurate velocity, only the phase of the re�ection data is
needed to locate a re�ector. In contrast, all ISS objectives can be achieved in the same way
that the free surface multiples are removed by using both the amplitude and phase of the
events in re�ection data. However, the re�ections caused by only rapid density variations
play no role in the ISS imaging subseries. To eliminate re�ections due to density changes
only required a generalization of imaging theories developed for modles that only accomodate
velocity changes. The ISS imaging method which is called the `imaging conjecture' (Weglein
(2009), pages 1-8) generalizes the velocity only methods by excluding density only changing
re�ections. Imaging conjecture uses strength and avoids the daunting issues of the multi-
parameter inverse series from the multiplicative conversations of events - instead of searching
for several separate images for each parameter, it automatically produces a single collective
image of a re�ectivity like quantity at depth without the velocity.

This unexpected AVO by-product resulted from the imaging conjecture. It automatically
produced a re�ectivity-like output as a function of angle at the correct depth and with a
�at common image gather (CIG) without needing either a velocity model or a trim mean
�lter to force the �at CIG. In AVO methods there are two steps: (1) create a �at CIG which
is an intermediate result before AVO analysis and (2) use R(θ) for subsequent parameter
estimation to determine changes in mechanical properties. In traditional and current AVO
work, seeking a �at CIG requires knowledge of the velocity. In practice, the zero crossing
information can be damaged through Step 1 by the combination of velocity analysis and
�ironing�. A serious issue arises for identifying type I and type II AVO targets which have a
sign change in re�ection coe�cient at certain angles. Since ISS imaging can produce a �at CIG
without knowing the velocity, is it possible to preserve zero crossing information in re�ection
coe�cient for cases where we have a sensitive issue? Yes, this opportunity and tool developed
from the imaging conjecture for automatic �at common image gathers of a re�ectivity-like
output without the need for ironing and without ironing away polarity reversals. Doug Foster
suggested examining the ISS to produce a �at CIG for type I and type II AVO targets. Early
tests of that possibility are encouraging.

The development of this new velocity and density varying imaging theory progresses from
simple 1D to complex multi-D tests. In this report, we show the ISS imaging results for 1D
elastic data which preserve zero crossing information in re�ection coe�cient at depth without
needing the velocity. This AVO by-product of the imaging conjecture will be delivered along
with our �rst imaging �eld data tests.
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2 ISS multi-parameter imaging algorithm

For an earth model with unknown velocity variation only, closed forms of the imaging sub-
series known as the leading order imaging series (LOIS) (Shaw et al., 2003a) and the higher
order imaging series (HOIS) (Liu, 2006) are developed as di�erent degrees of imaging capture
and capability:

αLOIS(z) = α1(z − 1
2

∫ z

0
α1(z′)dz′); (1)

αHOIS(z +
1
2

∫ z

0

α1(z′)
1− 0.25α(z′)

dz′) = α1(z). (2)

The ISS imaging algorithm has been extended to multi-parameter cases for both acoustic
and elastic media. In the following subsections, we will give a brief review of the conjectured
imaging algorithm. The e�ectiveness of the conjecture has been extended to include ISS
imaging terms beyond that initial imaging capability within a multi-parameter acoustic world
(Wang et al., 2010).

2.1 Imaging conjecture for multi-parameter acoustic

In previous reports (Li et al., 2009; Jiang et al., 2009), imaging conjecture for acoustic data
has been analyzed and tested. Let us review the extended imaging algorithm for an 1D two
parameter acoustic earth model �rst (e.g. bulk modulus and density or velocity and density).
Starting with the 3D acoustic wave equations for reference and actual medium:

[
ω2

K0(r)
+∇ · 1

ρ0(r)
∇]G0(r, rs;ω) = δ(r− rs), (3)

[
ω2

K(r)
+∇ · 1

ρ(r)
∇]G(r, rs;ω) = δ(r− rs). (4)

where G0 and G are the reference and actual Green's functions respectively. K = c2ρ, is
P-bulk modulus, c is P-wave velocity, and ρ is density. The subscript 0 represents those
variables in the reference medium.

The perturbation is:

V = L0 − L =
ω2α

K0
+∇ · β

ρ0
∇, (5)

where α = 1− K0
K and β = 1− ρ0

ρ are the two parameters we are going to use. V (z,∇), α(z)
and β(z) can be expanded in terms of recorded data (Weglein et al., 2003) respectively as:

V (z,∇) = V1(z,∇) + V2(z,∇) + · · · , (6)
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α(z) = α1(z) + α2(z) + · · · , (7)

β(z) = β1(z) + β2(z) + · · · . (8)

Based on inverse scattering series, the second order approximation for the parameters was
calculated in Zhang and Weglein 2005 for a layered acoustic media with both velocity and
density changes, the imaging-only term in the second order ISS equation was identi�ed as:

− 1
2

1
cos2 θ

[
1

cos2 θ
α′1(z) + (1− tan2 θ)β′1(z)]

∫ z

−∞
[α1(z′)− β1(z′)]dz′. (9)

Substituting α1(z) of one parameter case shown in Eq.(2) with α1(z)−β1(z) of multiparameter
case, we have the conjectured imaging algorithm for the latter one as:

DHOIS(z +
∫ z

−∞

[α1(z′)− β1(z′)]dz′

cos2 θ − 0.25 · [α1(z′)− β1(z′)]
, θ) = D(z, θ), (10)

where:

D(z, θ) = −ρ0

4
(

1
cos2 θ

α1(z) + (1− tan2 θ)β1(z)), (11)

which is a composite dataset rescaled from the data after a constant velocity migration
DHOIS(z, θ) = − 4

ρ0
D(z, θ).

2.2 Imaging conjecture for multi-parameter elastic

Based on the imaging conjecture proposed by Weglein, the multi-parameter acoustic imaging
closed-form has been extended to multi-parameter elastic (Jiang et al., 2009).

For a 1D three-parameter elastic, PP data only:

DHOIS(z +
1
2

∫ z

−∞

a
(1)
γ (z′)− a(1)

ρ (z′)

cos2 θ − 0.25(a(1)
γ (z′)− a(1)

ρ (z′))
dz′) = DPP (z, θ) (12)

where:

DPP (z, θ) = −1
4

(1 + tan2 θ)a(1)
γ (z)− 1

4
(1− tan2 θ)a(1)

ρ (z) + 2
β2

0 sin2 θ

α2
0

a(1)
µ (z). (13)

The composite dataset output from the imaging conjecture is DHOIS(z, θ) = −4DPP (z, θ).
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2.3 Multi-parameter AVO front end

In the conjectured imaging algorithm for acoustic data, the two parameters (velocity and
density) will be imaged as a composite form, which means instead of distinguishing the details
of the changed information (velocity change or density change), the imaging task recognizes
them as a combined form linear in the recorded data. The next step is to preprocess the
amplitude information for α1 − β1 which is called the multi-parameter front end for imaging.
From the �rst order ISS equation for 1D two-parameter acoustic case, choosing two di�erent
angles to solve for α1 − β1 (Zhang, 2006):

α1(z)− β1(z) = 4
D(z, θ1)−D(z, θ2)
tan2 θ1 − tan2 θ2

. (14)

The extended imaging conjecture for elastic follows the same logic and avoids seeking for three
separate images for bulk modulus, shear modulus, and density. If only given DPP , there are
three unknowns but only one equation, see in Eq. (13). So we choose three angles to solve for

a
(1)
γ − a(1)

ρ (Zhang, 2006).

3 Analytic examples: Polarity reversals in a re�ection from an

elastic interface

Polarity reversals in seismic re�ection provide information of an important type of AVO
targets. To obtain the �at common image gather as well as preserve this information is
necessary. We talked about polarity reversals for an acoustic interface in Li et al. (2009).
Now we extend this study to an elastic model. The following two models are analyzed to
show the ISS imaging results have presesrved the zero crossing information for re�ection
coe�cient at depth without needing the velocity. In these two elastic models, the data is
prestack PP data. D(x, t) is the shot record and the reference P wave velocity depth image
is D(z, θ), where z is depth and θ = sin−1( kx

ω/c0
), where kx and ω are the conjugates of x and

t and c0 is the constant reference P wave velocity.

There is only an imaging contribution required of the ISS if the actual velocity varies and
the input velocity is assumed to be constant. In the �rst model (Figure 1), the velocities Vp
and Vs in the �rst and second layers do not change. The velocity above the �rst re�ector is
the reference velocity. For this model, when we use the reference velocity which is the correct
velocity, there is no imaging issues for the second re�ector. The reference P wave velocity
image (left) will give the correct location of the re�ectors. We can see in Figure 2, ISS imaging
conjecture (right) still provides the result which agrees with the constant velocity image (red
line represents the correct location). To look at the detailed amplitude information at depth,
∂D
∂z is shown for model I in Figure 3. We only focus on the second interface at which the
re�ection coe�cient as a function of angle experiences a zero crossing. The part that we
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Figure 1: Elastic model I with type I AVO at the second re�ector and zero crossing in re�ection coe�cient

happens at θ = 28.45◦. Vp and Vs do not change, only density change across the �rst re�ector.

are interested in has been enlarged. Notice that the zero crossing information for the second
re�ector has been preserved. For the second model (in Figure 4) where ρ, Vp and Vs all
change. When we image the data using the reference velocity above the �rst re�ector, we are
using a wrong velocity, there is a mislocation for the second interface as shown in Figure 5
ISS imaging conjecture moves the second re�ector to correct location (red line represents the
correct location). Figure 6 displays the zero crossing information for model II and again we
notice that the imaging result preserves zero crossing information in AVO targets at depth
without needing the velocity.

4 Conclusions

In conclusion, this report follows up on the previous work regarding multi-parameter acoustic
study. We tested the more complicated elastic case where the ISS imaging results preserve
zero crossing information and signs in re�ection coe�cient at depth without needing the
velocity. To get a �at common image gather and to identify type I and type II AVO targets
is an intermediate step towards parameter estimation. We are providing an important results
under the circumstances that even this intermediate step is di�cult to achieve. This AVO
by-product resulted from imaging conjecture will be delivered along with our �rst imaging
�eld data test.
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Figure 2: The �gure on the left shows data D(z, θ) imaged with reference P wave velocity for model I, and

the �gure on the right shows the HOIS image of D(z, θ).
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Figure 3: The �gure on the left shows ∂D(z,θ)
∂z imaged with reference P wave velocity, and the �gure on the

right shows the HOIS iamge of ∂D(z,θ)
∂z . We only enlarge the part at second re�ector that has

the information of zero crossing. We notice that the zero crossing information is preserved after

HOIS.
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∂z imaged with reference P wave velocity, and the �gure on the

right shows the HOIS iamge of ∂D(z,θ)
∂z . We only enlarge the part at second re�ector that has

the information of zero crossing. We notice that the zero crossing information is preserved after

HOIS.
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Initial tests for the impact of matching and mismatching between the earth

model and the processing model for the ISS imaging and parameter estimation

H. Liang, A. B. Weglein and X. Li, M-OSRP, University of Houston

Abstract

The objective of seismic processing is to determine the structure and the properties of the

subsurface from the recorded wave�eld. To invert for medium properties requires the speci�ca-

tion of the parameters to be identi�ed. The choice of the type and number of the parameters

de�nes an earth model type (e.g., acoustic, elastic, isotropic, anisotropic) (Weglein et al., 2003).

In both current conventional seismic processing and the new platform inverse scattering series

(ISS) imaging and parameter estimation, there are signi�cant implications for having a mis-

match between the model that generates the data and the model assumed in the processing

algorithms. In this report, we focus on examining the e�ect of such a mismatch for the ISS

approaches. The numerical tests of the 1D three-parameter analytic elastic data, using the ISS

imaging conjecture and inversion for both acoustic and elastic media, con�rm that it is impor-

tant to match the processing algorithm's model type to the data model for ISS imaging and

inversion application.

1 Introduction

All inversion methods for identifying subsurface properties require speci�cation of the as-
sumed earth model that generates the data. In this report, `model type' indicates the choice
of the type and number of the medium properties which describe how the waves propagate
in the subsurface. Choosing medium parameters depends on: (1) processing goal and (2) the
algorithm to achieve that goal. For instance, regarding the goal of depth imaging, the conven-
tional imaging algorithms need both the arrival time and velocity to locate re�ectors; whereas,
the ISS imaging algorithms take advantage of both the time and amplitude information with-
out knowing the velocity. In the context of seismic exploration, we especially investigate the
consequences of having a mismatch between the model that generate the data and the model
assumed in the processing algorithms for ISS imaging and parameter estimation.

The inverse scattering series has the potential to perform all tasks associated with inversion
without knowing the subsurface information (Weglein et al., 2003). Within the overall series,
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certain subseries each performs one speci�c task and acts as if no other tasks exist. The order
of the tasks performed using the inverse scattering series is: (1) free surface multiple removal,
(2) internal multiple removal, (3) depth imaging, and (4) parameter estimation. The �rst
two tasks are model type independent, i.e., the algorithms for achieving these two tasks are
precisely the same for a very big class of earth model types. For imaging primaries, a model
type independent ISS depth imaging algorithm is not yet developed. There will never be a
model type independent parameter estimation algorithm since we need to determine which
parameters to invert in order to predict the medium and target properties.

For locating structures using the ISS, the procedure begins with an earth model with velocity
variation only. The single-parameter ISS leading order (LOIS) (Shaw et al., 2002) and ex-
tended higher order (HOIS) (Liu, 2006) imaging algorithms can achieve the imaging objective
to a certain degree. However, these algorithms would fail if the medium has important density
variations. Then a multi-parameter imaging `conjecture' was proposed by Weglein to accom-
modate that special case. The leading order closed form imaging conjecture was validated by
Jiang and Weglein (2008) and an extended higher order closed form was tested in the 2008
M-OSRP annual reports (Li et al., 2009; Jiang and Weglein, 2009). This imaging conjecture
has also been extended to accommodate the 1D three-parameter elastic earth model with P
wave velocity, S wave velocity, and density all varying.

In a context where the choice of model type is of fundamental importance, it is reasonable to
ask how the adequacy of such choice could be assessed. From our point of view, a model is
adequate if a less complicated model would decrease its drilling success and a more complicated
model would not improve its e�cacy of drilling. In this report, we use the minimally realistic
earth model to achieve our processing goals, the isotropic elastic model.

In this report we consider analytic data examples. For linear estimation of parameters, the
elastic data are �rst run through the acoustic two-parameter inversion and then run through
elastic three-parameter inversion; as for locating structure, a three-layer elastic data model is
�rst assumed as acoustic and imaged using acoustic imaging conjecture, then the results are
compared with the elastic imaging conjecture results. Section 1 brie�y introduces the model
type issues within the overall inverse scattering series and the history of the inverse scattering
imaging algorithms. In Section 2, we describe the inverse scattering series in general. Section
3 gives the background for both direct inversion and multi-parameter conjectured imaging
algorithms, providing numerical test results for the issue of mismatching. Section 4 is our
conclusions.

2 Inverse scattering series

Consider the two di�erential equations which describe how waves propagate in actual medium
and reference medium:

LG = δ (1)
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L0G0 = δ (2)

where L, L0 and G, G0 are respectively the di�erential operators and Green functions in
the actual and reference medium. We de�ne the perturbation V = L0 − L. The Lippmann-
Schwinger equation is:

G = G0 +G0V G (3)

Iterating Equation (3) back into itself produces the Born series:

G = G0 +G0V G0 +G0V G0V G0 + · · · (4)

The scattered �eld ψs = G−G0 can be de�ned as:

ψs = G0V G0 +G0V G0V G0 +G0V G0V G0V G0 + · · ·
= (ψs)1 + (ψs)2 + (ψs)3 + · · ·

(5)

where (ψs)n is the portion of ψs that is n
th order in V . The measured value of ψs is the data

D, where D = (ψs)ms = (ψs)on the measurement surface. Expanding V as a series in orders of D
yields:

V = V1 + V2 + V3 + · · · (6)

where Vn is nth order in D. Substituting the Equation (6) into the Equation (5) evaluating
and setting the same order of the data equal on both sides of equation on the measurement
surface yields:

D =[G0V1G0]ms (7)

0 =[G0V2G0]ms + [G0V1G0V1G0]ms (8)

0 =[G0V3G0]ms + [G0V1G0V2G0]ms
+ [G0V2G0V1G0]ms + [G0V1G0V1G0V1G0]ms (9)

...

The inverse scattering series provides a direct method for obtaining the subsurface information
by inverting the series order by order to solve for the perturbation operator V using only the
measured data D and a reference wave �eld G0.
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3 Direct inversion and multi-parameter imaging conjecture algorithms

3.1 Multi-parameter direct inversion

In this section, we review the linear estimation of parameters using ISS for 1D acoustic
and elastic media (Zhang, 2006). It is assumed that the aoucstic medium varies in two
parameters (velocity and density); whereas, the elastic medium varies in three parameters (P
wave velocity, S wave velocity, and density).

3.1.1 Two parameter acoustic inversion

We begin with the 3D acoustic wave equations in the actual and reference medium (Clayton
and Stolt, 1981; Weglein et al., 1997):

[
ω2

K(r)
+5 · 1

ρ(r)
5]G(r, rs;ω) = δ(r− rs) (10)

[
ω2

K0(r)
+5 · 1

ρ0(r)
5]G0(r, rs;ω) = δ(r− rs) (11)

where G(r, rs;ω) and G0(r, rs;ω) are respectively the free-space causal Green's functions
which describe wave propagation in the actual and reference mediums. K = c2ρ is P-wave
bulk modulus, c is P-wave velocity, and ρ is density. The quantities with subscript 0 are for
the reference medium and those without the subscript are for the actual medium.

The perturbation operator is therefore de�ned as:

V = L0 − L =
ω2α

K0
+5 · β

ρ0
5 (12)

where α = 1 − K
K0

and β = 1 − ρ
ρ0

are the two parameters we choose to invert. For the 1-D
case, the perturbation V has the following form:

V (z,5) =
ω2α(z)
K0

+
1
ρ0
β(z)

∂2

∂x2
+

1
ρ

∂

∂z
β(z)

∂

∂z
(13)

V (z,5), α(z) and β(z) can be expanded as:

V (z,5) = V1(z,5) + V2(z,5) + V3(z,5) + · · · (14)
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α(z) = α1(z) + α2(z) + α3(z) + · · · (15)

β(z) = β1(z) + β2(z) + β3(z) + · · · (16)

Then the linear term in V is:

V1(z,5) =
ω2α1(z)
K0

+
1
ρ0
β1(z)

∂2

∂x2
+

1
ρ

∂

∂z
β1(z)

∂

∂z
(17)

Substituting Equation (17) into Equation (7), we can obtain the linear solution for α1 and β1

in frequency domain:

D̃(qg, θ, zg, zs) = −ρ0

4
e−iqg(zs+zg)

[
1

cos2 θ
α̃1(−2qg) + (1− tan2 θ)β̃1(−2qg)

]
(18)

where the subscripts s and g denote source and receiver quantities respectively, θ is the
incidence angle, qg is the receiver vertical wave number, and qg = ω

c cos θ. For a one-interface
case, it is assumed the interface surface is at depth z = a and suppose zg = zs = 0. Using the
analytic data:

D̃(qg, θ) = ρ0R(θ)
e2iqga

4πiqg
(19)

After Fourier transform over 2qg, for �xed θ we get:

1
cos2 θ

α1(z) + (1− tan2 θ)β1(z) = 4R(θ)H(z − a) (20)

Choosing two di�erent angles, α1 and β1 can be solved. The linear estimation of the relative
change in P-wave velocity is (Zhang, 2006):

(
4c
c

)
1

=
1
2

(α1 − β1) (21)

3.1.2 Three parameter elastic inversion

In this section we consider the linear estimation of parameters for 1D elastic medium. In the

PS domain (Weglein et al., 1997), the perturbation is given by V̂ =
(
V̂ PP V̂ PS

V̂ SP V̂ SS

)
, the Green's

operator by Ĝ0 =
(
ĜP0 0

0 ĜS0

)
, and data by D̂ =

(
D̂PP D̂PS

D̂SP D̂SS

)
. Three parameters are chosen to

be inverted: aρ = ρ
ρ0
− 1 , aγ = γ

γ0
− 1 and aµ = µ

µ0
− 1 , where:

ρ = density
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γ = bulk modulus ρα2 (where α = P-wave velocity)

µ = shear modulus ρβ2 (where β = S-wave velocity)

We consider only PP data in this report. Assuming source and receiver depths are zero, we
can get the equation relating the linear components of the three elastic parameters and DPP

in the frequency domain (Zhang and Weglein, 2006):

D̃PP (νg, θ) = −1
4

(1− tan2 θ)ã(1)
ρ (−2νg)−

1
4

(1 + tan2 θ)ã(1)
γ (−2νg) +

2β2
0

α2
0

sin2 θã(1)
µ (−2νg) (22)

Where θ is the incident angle and νg is the receiver vertical wave number, νg = ω
α0

cos θ.
Similar to the acoustic case, using the analytic data:

D̃PP (νg, θ) = RPP (θ)
e2iνga

4πiνg
(23)

After Fourier transform over 2νg, for �xed θ we have:

(1− tan2 θ)a(1)
ρ (z) + (1 + tan2 θ)a(1)

γ (z)− 8
β2

0

α2
0

sin2 θa(1)
µ (z) = 4Rpp(θ)H(z − a) (24)

Choosing three di�erent angles, a
(1)
ρ , a

(1)
γ , and a

(1)
µ can be solved. The linear estimation of

the relative change in P-wave velocity is (Zhang, 2006):

(
4c
c

)
1

=
1
2

(a(1)
γ − a(1)

ρ ) (25)

3.2 Numerical tests for acoustic and elastic inversion

In this section, a 1D two-layer elastic model to be tested is shown in Figure 1. We consider
only one primary re�ected from the re�ector and assume that all the other seismic events
(ghosts, free surface multiples, and internal multiples) have been removed. The analytic data
has been shown in Equation (23). After Fourier transform over 2νg, we have:

DPP (z, θ) = RPP (θ)H(z − a) (26)

where a is the depth of the re�ector.

We �rst assume the data model is acoustic and use the acoustic inversion algorithm in Section
3.1.1 to obtain the linear estimation of P wave velocity change (4cc )1 = 1

2(α1 − β1) from the
inversion of elastic data. Then the elastic inversion algorithm is implemented and the linear
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0 0 0, ,α β ρ

1 1 1, ,α β ρ

Figure 1: A �gure of a 1D two-layer elastic model with both P and S wave velocity change as well as density

variation.

estimation of P wave velocity change (4cc )1 = 1
2(a(1)

γ −a(1)
ρ ) is obtained. Then three examples

are given and the numerical results for the two cases are compared.

From Figure 2, we notice that when the real value of P wave velocity change is 0.071, the
two-parameter acoustic inversion of velocity changes range from -0.45 to -0.15; whereas, the
elastic inversion result ranges from 0.06 to 0.074. The elastic inversion result is much closer to
the exact value. In Figure 3, when the P wave velocity decreases the elastic inversion result is
still better than the acoustic inversion. In Figure 4, when the change of the P wave velocity
is zero, the elastic inversion result is signi�cantly close to zero and it is still better than the
acoustic inversion result.

3.3 Multi-parameter conjectured imaging algorithm

The ISS imaging subseries addresses depth imaging in a circumstantial nonlinear way (Weglein
et al., 2009): if an accurate velocity model is given the ISS depth imaging is a linear problem;
otherwise, the ISS would process depth imaging nonlinearly in terms of the data and without
knowing the velocity. The �rst term in the ISS imaging subseries is the linear imaging result
migrated using the reference velocity. The �rst nonlinear term in the subseries decides before
it acts if there is a issue in the data. If so, it will light up and indicate that the higher order
terms should go into action; otherwise, it will shut down immediately and signal to the higher
order terms that there's nothing for them to do with the data. This is one of the intriguing
properties that the inverse scattering series possesses.

With the above background, we can take a look at the �rst nonlinear term in the imaging
subseries for the 1D two-parameter acoustic medium:
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Figure 2: Inversion comparison 1: the left two �gures are the results of two-parameter acoustic inversion,

the right �gures are results using three-parameter elastic inversion, the lower �gures are the

contour of the upper �gures. The parameters for the data model are: ρ0=2.4g/cm
3, ρ1=2.8g/cm

3;

cp0=2600m/s , cp1=2800m/s; cs0=1500m/s, cs1=1700m/s, with a exact value of velocity change

0.071.

−1
2

1
cos2 θ

(
1

cos2 θ
α
′
1(z) + (1− tan2 θ)β

′
1(z))

∫ z

−∞
[α1(z′)− β1(z′)]dz′

The integral of α1(z) − β1(z) which only takes care of the velocity change will shut down if
there is no velocity change in the medium. This means that there is no imaging task needed
if the reference velocity is exactly the actual velocity. If and only if the reference velocity is
di�erent with the actual velocity, this term and the higher order terms will be turned on to
move the re�ector towards the correct location nonlinearly in terms of the data and without
knowing the velocity.

Collecting the similar terms in the �rst nonlinear imaging term for the 1D three-parameter
elastic mdium, we have:
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Figure 3: Inversion comparison 2: the left two �gures are the results of two-parameter acoustic inversion,

the right �gures are results using three-parameter elastic inversion, the lower �gures are the con-

tour of the upper �gures. The parameters for the data model are: ρ0=2.4 g/cm3, ρ1=2.8g/cm
3;

cp0=3000m/s, cp1=2800m/s; cs0=1500m/s, cs1=1700m/s, with a exact value of velocity change

-0.071.

−1
2

1
cos2 θ

[
1

cos2 θ
a(1)′
γ (z) + (1− tan2 θ)a(1)′

ρ (z)− 8
β2

0

α2
0

tan2 θa(1)′
ν (z)]

∫ z

−∞
[a(1)
γ (z′)− a(1)

ρ (z′)]dz′

The logic and philosophy in the elastic case is similar as in the acoustic case. The integral

of a
(1)
γ (z) − a(1)

ρ (z) which only takes care of the P wave velocity changes will be zero if only
density changes in the medium.

Based on what has been discussed above and the one parameter HOIS imaging algorithm,
the imaging conjecture for multi-parameter acoustic and elastic media has been proposed and
con�rmed. It has a multi-parameter front end which is a linear combination of the data and
excludes density only re�ections. The term related to the linear estimation of P wave velocity

variations, α1−β1 in the acoustic case, and a
(1)
γ −a(1)

ρ in the elastic case, are prepared through
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Figure 4: Inversion comparison 3: the left two �gures are the results of two-parameter acoustic inversion,

the right �gures are results using three-parameter elastic inversion, the lower �gures are the

contour of the upper �gures. The parameters for the data model are: ρ0=2.4g/cm
3, ρ1=2.8g/cm

3;

cp0=3000m/s, cp1=3000m/s; cs0=1500m/s, cs1=1500m/s, with a exact value of velocity change

is 0.0

the inversion of the �rst ISS term. Then they are imaged as a composite form in the imaging
conjectures. The HOIS imaging conjecture for 1D two-parameter acoustic medium and 1D
three-parameter elastic medium are as follow:

(1) for 1D two-parameter acoustic medium:

DHOIS(z +
1
2

∫ ∞
−∞

α1(z′)− β1(z′)
cos2 θ − 0.25(α1(z′)− β1(z′))

dz′, θ) = D(z, θ) (27)

(2) for 1D three-parameter elastic medium:

DHOIS(z +
1
2

∫ ∞
−∞

a
(1)
γ (z′)− a(1)

ρ (z′)

cos2 θ − 0.25(a(1)
γ (z′)− a(1)

ρ (z′))
dz′, θ) = DPP (z, θ) (28)
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3.4 Numerical tests for multi-parameter imaging conjecture for acoustic

and elastic media

In this section, a three-layer elastic model to be tested is shown in Figure 5. We consider
only two primaries re�ected from the re�ectors and assume all the other events(ghosts, free
surface multiples, and internal multiples)have been removed.

2 2 2, ,α β ρ

0 0 0, ,α β ρ

1 1 1, ,α β ρ

Figure 5: A �gure of a 1D three-layer elastic model with both P and S wave velocity change, as well as

density variation.

For this three-layer elastic model, the analytic data in the frequency domain can be written
as:

D̃PP (νg, θ) = RPP01 (θ)
e2iνga

4πiνg
+ R̂PP12

e2iνga + e2iqg(b−a)

4πiνg
(29)

Where a and b are the exact depth of the two re�ectors, νg and qg are vertical wave numbers
for P wave in the �rst two layers respectively and θ is the incident angle. Fourier transform
over 2νg, we have:

DPP (z, θ) = RPP01 (θ)H(z − a) + R̂PP12 H(z − b′) (30)

This is the linear imaging result using the velocity in the �rst layer as the reference velocity.
Since the reference velocity equals to the actual velocity above the �rst re�ector, the depth of
the �rst re�ector is located correctly by the linear imaging. It is not the case for the second
re�ector, whose depth is located at a pseudo depth b′, and b′(θ) = a+ (b− a) qgνg .
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The ISS conjectured imaging algorithms for two-parameter acoustic and three-parameter elas-
tic media are tested respectively using the same elastic data model. We �rst assume the data
model is acoustic and apply the acoustic imaging conjecture. Then the elastic imaging con-
jecture is implemented. The numerical results for the tests are shown below.
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Figure 6: Imaging comparison 1: the left �gure is the result of constant velocity migration, the mid-

dle �gure is acoustic imaging , and the right �gure is the result of elastic imaging. The

depth of the two re�ectors are: a=50m and b=100m. The parameters for the data model

are: ρ0=2.1g/cm
3,ρ1=2.4g/cm

3, ρ2=2.7g/cm
3; vp0=3000m/s, vp1=3000m/s, vp2=3000m/s;

vs0=1500m/s, vs1=1500m/s, and vs2=1500m/s

In Figure 6, 7, and 8, are the results of constant velocity migration, acoustic imaging, and
elastic imaging and the same analytic elastic data is used in each �gure. In Figure 6, the P
wave and S wave velocity keep constant, so there is no imaging issue in this example. From
the results, we see that the elastic imaging do nothing; whereas, the acoustic imaging moves
the deeper re�ector to the wrong depth. In �gure 7 and 8, the P wave velocity contrasts are
the same. It is shown that compared with the constant velocity migration, the elastic imaging
algorithm is better at locating the deeper re�ectors, but it is not the case for the acoustic
imaging algorithm.
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Figure 7: Imaging comparison 2: the left �gure is the result of constant velocity migration, the mid-

dle �gure is acoustic imaging , and the right �gure is the result of elastic imaging. The

depth of the two re�ectors are: a=50m and b=100m. The parameters for the data model

are: ρ0=2.1g/cm
3,ρ1=2.3g/cm

3, ρ2=2.5g/cm
3; vp0=2700m/s, vp1=3000m/s, vp2=3500m/s;

vs0=1500m/s, vs1=1800m/s, and vs2=2000m/s

After comparing the acoustic imaging results in Figure 7 and Figure 8, which have the same
P wave velocity contrasts, we notice that the acoustic imaging result in Figure 8 improves
signi�cantly. From this, we may wonder if there is a case that acoustic imaging is better
than elastic imaging for locating the deeper re�ectors. After more numerical tests, we �nd
that when the shear modulus in the elastic medium does not change the acoustic imaging
algorithm is better at locating the deeper re�ector. This can be illustrated by the following
example.

In Figure 9, the shear modulus in the data model is constant. From the results, it is shown that
acoustic imaging has better capability than elastic imaging in locating the deeper re�ector.
This is because the change of shear modulus is zero in the data model, and the model assumed
in the acoustic inversion and imaging algorithm makes the change of the shear modulus zero,
which is consistent with the data model. Instead, there is a leakage for the linear estimation
of parameters when using the elastic inversion algorithms. The elastic inversion algorithm
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Figure 8: Imaging comparison 3: the left �gure is the result of constant velocity migration, the mid-

dle �gure is acoustic imaging , and the right �gure is the result of elastic imaging. The

depth of the two re�ectors are: a=50m and b=100m. The parameters for the data model

are: ρ0=2.1g/cm
3,ρ1=2.2g/cm

3, ρ2=2.3g/cm
3; vp0=2700m/s, vp1=3000m/s, vp2=3500m/s;

vs0=1500m/s, vs1=1600m/s, and vs2=1700m/s

would produce an nonzero linear estimation for the change of the shear modulus. Thus, under
the special circumstances the acoustic imaging algorithm has better capability.

4 Conclusions

In this report, the consequences of using an inadequate model for the ISS imaging and param-
eter estimation have been studied. We �rst reviewed the direct inversion and multi-parameter
imaging conjecture using the ISS. Then 1-D three-parameter elastic data models are tested
numerically using the acoustic and elastic inversion and imaging algorithms. The imaging
conjecture and inversion algorithms for acoustic medium treat the data as though only den-
sity and P wave velocity varied in the medium; whereas, the elastic algorithms allow the
P wave velocity and S wave velocity and density to all vary. The numerical results show
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Figure 9: Imaging comparison 4: the left �gure is the result of constant velocity migration, the mid-

dle �gure is acoustic imaging , and the right �gure is the result of elastic imaging. The

depth of the two re�ectors are: a=50m and b=100m. The parameters for the data model

are: ρ0=2.1g/cm
3,ρ1=2.3g/cm

3, ρ2=2.5g/cm
3; vp0=2700m/s, vp1=3000m/s, vp2=3500m/s;

vs0=1700m/s, vs1=1624.4m/s, vs2=1558.08m/s, and ρ0v
2
s0 = ρ1v

2
s1 = ρ2v

2
s2

that when the processing algorithm's model type is matched with the data model, the ISS
imaging and parameter estimation results are better than the case when the two models are
mismatched. Thus, for ISS imaging and inversion application, it is important to match the
processing's model type to the model that generates the data. What's more, the issue studied
in this report dose not exclusively exist in the ISS approaches, others might also bene�t from
our lessons of matching and mismatching.
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Abstract

In this paper we place Green's theorem based reverse-time migration (RTM), for the �rst

time on a �rm footing and technically consistent math-physics foundation. The required new

Green function for RTM application is developed and provided, and is neither causal, anticausal,

nor a linear combination of these prototype Green functions, nor these functions with imposed

boundary conditions. We describe resulting fundamentally new RTM theory and algorithms,

and provide a step-by-step prescription for application in 1D, 2D and 3D, the latter for an

arbitrary laterally and vertically varying velocity �eld. The original RTM methods of running

the wave equation backwards with surface re�ection data as a boundary condition is not a wave

theory method for wave�eld prediction, neither in depth nor in reversed time. In fact that idea

corresponds to the Huygens' principle idea (Huygens (1690)) which was changed and evolved

into a wave theory predictor by George Green in 1826. The original RTM methods, where (1)

'running the wave equation backward in time', and then (2) employing a zero lag cross-correlation

imaging condition, are in both of these ingredients less accurate and e�ective than the Green's

theorem RTM method of this paper. Furthermore, all currently available Green's theorem

methods for RTM make fundamental conceptual and algorithmic errors in their Green's theorem

formulations. Consequently, even with an accurate velocity model, current Green's theorem

RTM formulations can lead to image location errors and other reported artifacts. Addressing the

latter problems is a principle goal of the new Green's theorem RTMmethod of this paper. Several

simple analytic 1D examples illustrate the new RTM method. We also compare the general

RTM methodology and philosophy, as the high water mark of current imaging concepts and

application, with the next generation and emerging Inverse Scattering Series imaging concepts

and methods.

181



Wave�eld representations using Green's theorem M-OSRP09

1 Introduction

In this paper, we for the �rst time place Reverse Time Migration (RTM) on a �rm theoretical
footing derived from Green's theorem.

2 Overburden information for migration and migration-inversion

Green's theorem provides a useful framework for deriving algorithms to predict the wave�eld
at depth from surface measurements. There is much current interest and activity with RTM
in exploration seismology.

The original RTM was pioneered, developed and applied by Dan Whitmore and his AMOCO
colleagues in the 1980's (Whitmore (1983)), for exploration in the overthrust belt. The tradi-
tional seismic thinking that used a wave traveling from source down to the re�ector and then
up from the re�ector to the receiver was extended to allow waves to move down and up from
source to a re�ector and down and then up from re�ector to the receiver.

For one way wave propagation, a single step in depth corresponds to one step in time, with a
�xed sign in the relationship between change in depth and change in time. Hence, for one way
waves, you can equivalently go down the up wave in space or take a step backwards in time.
For two way wave propagation, reversing time or extrapolating down an upcoming wave are
not equivalent. And to image a re�ector that re�ected a turning wave requires a non-one way
wave model that reversed time can satisfy.

In wave theoretic downward continuation migration, the source wave�eld and receiver wave-
�eld are extrapolated to the subsurface using one-way wave equations to obtain an experiment
with coincident sources and receivers at depth.

The idea behind the two-way wave extrapolators (Whitmore (1983)) is to handle waves propa-
gating in any direction, including overturning waves and prismatic waves. The most common
implementation uses �nite-di�erence techniques to solve the wave equation, which in the
acoustic case is given by

1
v2

∂2P

∂t2
=
∂2P

∂x2
+
∂2P

∂y2
+
∂2P

∂z2
(1)

where P can be either source or receiver wave�eld. To calculate the source wave�eld, standard
forward modeling injecting a user de�ned source signature into the model at the actual source
position is done. For the receiver wave�eld, the wave equation is run backwards in time
and the recorded wave�eld is injected into the model at the receiver positions as a boundary
condition. The injection of the recorded wave�eld is done starting with later times and
�nishing with the early times. That idea of using the measured values of the wave�eld as
the boundary conditions for a wave equation run backwards in time corresponds to Huygens'
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principle (1690). The image, I(~x) is generated using a zero-lag cross-correlation imaging
condition,

I(~x) =
∫ tmax

0
S(~x, t)R(~x, tmax − t)dt, (2)

where the maximum recording time is tmax, S(~x, t) is the modeled source wave�eld and
R(~x, tmax − t) is the receiver wave�eld (Fletcher et al. (2006)). Other imaging conditions
can be used such as the deconvolution imaging condition (Zhang et al., 2007) but the cross-
correlation is the most frequently used. The latter imaging principle is not equivalent to the
downward continuation of sources and receivers at depth and seeking a zero time result from
a coincident source-receiver experiment. One of the disadvantages of RTM is that it requires
the availability of large amount of memory which increases with respect to the frequencies
we want to migrate (Liu et al., 2009). As a consequence, memory availability has been
a limitation to the application of this technology, especially to high resolution data from
large 3D acquisitions. Nevertheless, recent improvements in computer hardware have enabled
di�erent implementations of RTM throughout the energy industry and there is a renewed
interest in this technology due to its ability to accommodate and image in media where waves
turn, as e.g. can occur in subsalt plays.

Several e�orts have been aimed at improving the e�ciency of the algorithm and dealing with
the high storage cost for 3D implementation. For example, Toselli and Widlund (2000) used
domain deconvolution which splits the computations across multiple nodes to improve the
e�ciency of the algorithm, and Symes (2007) introduced optimal checkpointing techniques
to deal with the storage requirements, although, this type of techniques can increase the
computation cost. These are examples of improvements directly related to the numerical
implementation of the RTM algorithm.

Other e�orts to deal with the practical limitations of RTM are based on changes in the
theoretical approach to the problem. One example is the work of Luo and Schuster (2004)
where a target oriented reverse-time datuming (RTD) technique based on Green's theorem is
proposed. RTD can also be seen as a bottom-up shooting approach for RTM.

Using RTD's formulation, only the velocity model above the datum is used to calculate the
Green function. No velocity under the datum is required, making the modeling more e�cient.
This formulation also allows for target oriented RTM and/or inversion. In target-oriented
RTM, the idea is to redatum the data into a mathematical surface (referred to as the datum
surface) within the earth's subsurface and use RTM below the datum surface to obtain a local
RTM image of a given target area below the datum (Dong et al., 2009). In target-oriented
inversion, the inversion is carried out only for a target area below the datum. Target-oriented
inversion has also been proposed using the CFP domain.

The current formulation of RTD or bottom-up shooting for RTM, uses a high frequency
approximation to Green's theorem (interferometry equation) and measurements at the mea-
surement surface (above the earth) only. This formulation presents several approximations

183



Wave�eld representations using Green's theorem M-OSRP09

which can impact the quality of the redatuming or the migration (if an imaging condition is
applied after RTD): 1) The �rst approximation is related to the measurement surface. Green's
theorem based algorithms, in principle, require measurements over a closed surface. The fact
that we only measure the wave�eld in a limited surface has an e�ect on the quality of the
redatuming and can create artifacts in both the redatumed data and the migration. Directly
addressing that issue is one of the principle aims of this paper. These measurements can be
interchanged for sources at the surface using reciprocity principles. 2) The second approxi-
mation is the high frequency, one way-wave approximation commonly used in interferometry.
This approximation allows to remove the need for the normal derivative of the pressure �eld
at the measurement surface. These normal derivative is required by Green's theorem in its
most common form, which is the one used by (Luo and Schuster, 2004) in their RTD formu-
lation. As an analogy to interferometry, when used with two-way waves, this high frequency,
one way wave approximation will create spurious multiples in the redatumed wave�eld within
the earth's subsurface (see e.g. Ramírez and Weglein (2009)).

Dong et al. (2009) deal with the e�ect of these approximations by smoothing the model, and,
hence, reducing the e�ect of the one-way wave approximation. However, smoothing the model
does not solve completely the problems created by the use of approximations. The redatumed
wave�eld will contain artifacts. Some of these artifacts will be imaged and stacking will not
remove these artifacts completely.

In this paper, we show how to formulate and apply Green's theorem in an appropriate manner
for two way propagating waves. We begin with a simple discussion of back propagating waves
and imaging to illustrate how the type of a priori information needed above a target re�ector
depends on your goal and level of information extraction at the re�ector. We show that only
the velocity model above the re�ector is needed to simply locate the re�ector whereas all
properties above the re�ector are required if you want to determine both where any property
has changed (structure imaging or migration) or what speci�c property has changed at the
imaged re�ector and by what amount (migration-inversion).

We begin by exemplifying how all traditional linear backpropagation methods for predicting
waves at depth from surface re�ection data need di�erent types and degrees of a priori over-
burden subsurface information for di�erent levels of ambition for subsurface target information
extraction: migration versus migration-inversion

In traditional seismic processing, the spatial location of re�ectors (migration) is determined
by the velocity above the re�ector while parameter estimation requires all properties above
the depth image where changes in earth mechanical properties are to be determined. A very
simple illustration of this idea can be obtained by using a 1D normal incident experiment
using the model shown in Figure 1, where zms represents the depth of the source and receiver,
and the depth of the �rst re�ector is z1, and the second re�ector's depth is z2, and z2 is the
location to be determined. The recorded data, D(t), the wave�eld at the coincident source
and receiver position chosen as zms = 0, is given by

D(t, zm = 0) = R1δ(t− 2t1) +R′2δ(t− 2t2) (3)
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Figure 1: Zero-o�set model. The velocity is denoted by c, and the density by ρ.

where R1 = R01 represents the re�ection coe�cient at the boundary between the �rst and
second media, and R′2 = T01R12T10 represents the amplitude of the second event and is the
composite transmission and re�ection coe�cient in the second medium. The two-way travel
times for the �rst and second events are given by 2t1 and 2t2, respectively.

Fourier transforming Equation (3) gives

D(ω, zm = 0) = R1e
2iωt1 +R′2e

2iωt2 (4)

where the �rst term on the right hand side is the primary from the �rst re�ector (at z = z1)
and the second term is the primary from the second re�ector (at z = z2).

The next step is to locate the depth of the second re�ector using the recorded data. To do
so, we will call upon the simple solutions to the wave equation governing wave propagation in
homogeneous media. In this example, that allows us to backpropagate separately the source
and the receiver down reversing the actual propagation paths of the recorded upgoing waves.
This step is known as downward continuation. Because, in traditional migration we assume
that we know the velocity model above each re�ector to be imaged, we will treat each primary
separately, thus we write Equation (4) as

D(ω, zms = 0) = D1(ω, zms = 0) +D2(ω, zms = 0). (5)
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The source and receiver corresponding to the �rst primary,

D1(ω, zms = 0) = R1e
2iωt1 (6)

are downward continued in the �rst medium (above the shallower re�ector at z1), giving

D1(ω, z) = R1e
2iωt1e

−2i ω
c0
z
. (7)

In the downward continuation for the �rst primary, we use the medium properties (c0, ρ0)
above that �rst re�ector and the equation(

d2

dz2
+
ω2

c2
0

)
D = 0 (8)

and, hence, the receiver and the source each contribute a factor of e−i(ω/c0)z.

The solution in Equation (7) simulates a coincident source and receiver re�ection experiment
at depth z. A non zero value of this coincident source and receiver experiment at depth
at t = 0+ indicates a re�ector just below the coincident point in the medium. Hence, the
next step in our example locates the re�ectors by applying the imaging condition at t = 0
to the downward continued data. The latter is realized by integrating over all frequencies∫
dωD(ω, z); in other words, we do an inverse Fourier transform evaluating the time in the

exponential of the Fourier kernel with t = 0. Thus, we obtain

D1(t = 0, z) = R1δ(2t1 − 2z/c0), (9)

corresponding to an image at z = c0t1 at the depth of the �rst re�ector.

The second primary,

D2(ω, zms = 0) = R′2e
2iωt2 , (10)

is downward continued in the medium above the �rst re�ector using the path of an upgoing
wave satisfying the di�erential equation (8) and for the medium between the �rst and second
re�ector the equation used is (

d2

dz2
+
ω2

c2
1

)
D = 0, (11)

which relates to the properties of the medium between z1 and z2. Therefore, taking the source
and receiver to depth z in the medium below the �rst re�ector

D2(ω, z) = D2(ω, zms = 0)e−i
2ω
c0
z1e
−i 2ω

c1
(z−z1)

= R′2e
2iωt2e

−i 2ω
c0
z1e
−i 2ω

c1
(z−z1)

(12)
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and applying the imaging condition gives

D2(t = 0, z) = R′2δ(2t2 −
2z1

c0
− 2
c1

(z − z1)). (13)

The second primary images at z = z1 + c1(t2 − t1), the depth of the second re�ector, z2.
Therefore the location depends only on the velocity above each re�ector (and not on the
density).

However, to determine changes in mechanical properties across each re�ector requires the
re�ection coe�cients R1 and R12 and the removal of T01T10 from R′2 to determine R12 where
R′2 = T01R12T10. To remove T01 and T10 we must know the changes in velocity and density at
the �rst re�ector. In other words, determining material property changes across each re�ector
requires the velocity and density (and absorption and all other property changes) above these
two re�ectors.

The latter amplitude issue can be viewed as a consequence of the properties of the R's and T 's
which come from continuity conditions (note: the pressure and its normal derivative are not
continuous when the density and velocity change across a boundary). If the latter continuity
of pressure and its normal derivative were the case, then amplitude would only care about
velocity changes, in this simple acoustic example. To determine the amplitude of a re�ection
coe�cient at depth requires knowledge of all material properties above the re�ector and not
only velocity. That's worth keeping in mind for those pursuing/promoting 'true amplitude'
migration, especially if non linear target identi�cation is the ultimate goal.

The general property of wave�eld amplitude at depth from surface measurements follows from
Green's theorem, where all medium properties are needed to provide the Green functions in
the medium, and necessary for determining the wave�eld at depth.

3 Overview on the evolution of migration concepts and goals:

from NMO�stack to AVO and migration to migration-inversion,

the uncollapsed migration concept

As with all useful concepts, seismic migration has evolved and adapted to deal with ever
more realistic and complex media and to allow higher and more ambitious goals for the
imaged amplitudes. In seismic processing history the 'determine where anything changed'
structure/migration people and their ideas/methods typically progressed totally independent
from the 'what speci�cally changed' AVO people and their theories and methods. The AVO
theorists and practitioners were never too concerned with locating the position in the earth
of earth boundary changes, but rather focused on what speci�cally in detail was changing
somewhere, and the migration people were not too interested in what was actually changing,
after it was determined that something was changing at a point in the subsurface. Further,

187



Wave�eld representations using Green's theorem M-OSRP09

AVO people assumed a simple 1D earth and asked di�cult, complex, detailed questions;
while the structure seeking migration people assumed a complex multi-D earth and asked a
less ambitious structure question �where did anything change?� In the 1D world, NMO-stack
evolved into AVO and multi-D migration evolved and was generalized into migration-inversion.

The components within migration are: a backpropagation of waves and an imaging condition,
where the latter imaging condition enables the backpropagated waves to be used to locate
and delineate re�ectors. The uncollapsed migration imaging principle introduced by Stolt,
Clayton, and Weglein in the mid-1980's (Clayton and Stolt (1981), Stolt and Weglein (1985))
extended and generalized the earlier Claerbout coincident source and receiver at depth at
time equals imaging condition; that earlier Claerbout principle aimed at structure. This
paper advances the propagation component theory of the propagation-imaging principle duet
and incorporates the Stolt-Clayton-Weglein uncollapsed migration imaging condition. That
uncollapsed imaging condition remains the high water mark of imaging conditions today,
allowing automatic amplitude analysis at depth with respect to the normal of the imaged
re�ector, or imaging and inverting a point di�ractor. We will not progress the imaging
condition in this paper. That uncollapsed migration imaging condition has been reinvented
(and relabeled), by among others Berkhout and Wapenaar (1988), de Bruin et al. (1990a),
de Bruin et al. (1990b), Sava and Fomel (2006), and Sava and Vasconcelos (2009).

We begin by discussing the history and evolution of models for the volume beneath the
measurement surface within which we backpropagate surface re�ection data.

4 The in�nite hemispherical migration model

The earliest wave equation migration pioneers viewed the backpropagation region as an in�-
nite hemispherical half space with known mechanical properties, whose upper plane surface
corresponded to the measurement surface, as in, e.g., Schneider (1978) and Stolt (1978).
Please see Figure 2.

 

|𝑅| → ∞ 

MS 

Figure 2: The in�nite hemispherical migration model. The measurement surface is denoted by MS.

There are several problems with the in�nite hemispherical migration model. That model
assumes: (1) that all subsurface properties beneath the measurement surface (MS) are known,
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and (2) that an anticausal Green function (e.g., Schneider (1978)), with a Dirichlet boundary
condition on the measurement surface, would allow measurements (MS) of the wave�eld,
P , on the upper plane surface of the hemisphere to determine the value of P within the
hemispherical volume, V . The �rst assumption leads to the contradiction that you have not
allowed for anything that is unknown to be determined in your model, since everything within
the closed and in�nite hemisphere is assumed to be known. Within the in�nite hemispherical
model there is nothing and/or nowhere below the measurement surface where an unknown
scattering point or re�ection surface can serve to produce re�ection data whose generating
re�ectors are initially unknown and being sought by the migration process.

The second assumption, in early in�nite hemispherical wave equation migration, assumes that
Green's theorem with wave�eld measurements on the upper plane surface and using an anti-
causal Green function satisfying a Dirichlet boundary condition can determine the wave�eld
within V . That conclusion assumes that the contribution from the lower hemispherical sur-
face of S as the radius of the hemisphere goes to in�nity vanishes. That is not the case, as
we explicitly demonstrate below. To examine the various large radius hemispherical surface
contributions to Green's theorem wave prediction in a volume, it is instructive to review the
relationship between Green's theorem and the Lippmann-Schwinger scattering equation.

5 Green's theorem review (the Lippmann-Schwinger Equation

and Green's theorem)

We begin with a space and time domain Green's theorem. Consider two wave�elds P and G0

that satisfy

(∇2 − 1
c2
∂2
t )P (~r, t) = ρ(~r, t) (14)

and (∇2 − 1
c2
∂2
t )G0(~r, t, ~r ′, t′) = δ(~r − ~r ′)δ(t− t′) (15)

where we assume 3D wave propagation and c is a constant. ρ is a general source, i.e.,
it represents both active sources (air guns, dynamite, vibrator trucks) and passive sources
(heterogeneities in the earth). The causal solution to Equation (14) can be written

P (~r, t) =
∫ t+

−∞
dt′
∫
∞
d~r ′G+

0 (~r, t, ~r ′, t′)ρ(~r ′, t′) (16)

where G+
0 is the causal whole space solution to Equation (15). The integral from t+ to ∞ is

zero due to the causality of G+
0 .

Equation (16) represents the linear superposition of causal solutions G+
0 with weights ρ(~r ′, t′)

summing to produce the physical causal wave�eld solution to Equation (16). Equation (16)
is called the scattering equation and represents an all space and all time causal solution for
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P (~r, t). It explicitly includes all sources and produces the �eld at all points of space and time.
No additional boundary or initial conditions are required in Equation (16).

Now consider the integral∫ t+

0
dt′
∫
V
d~r ′(P∇′2G0 −G0∇′2P ) =

∫ t+

0
dt′
∫
V
d~r ′∇′ · (P∇′G0 −G0∇′P ) (17)

and we rewrite Equation (17) using Green's theorem∫ t+

0
dt′
∫
V
d~r ′∇′ · (P∇′G0 −G0∇′P ) =

∫ t+

0
dt′
∫
S
dS′(P∇′G0 −G0∇′P ) · n̂ (18)

This is essentially an identity, within the assumptions on functions and surfaces, needed to de-
rive Green's theorem. Now choose P = P (~r ′, t′) and G0 = G0(~r, t, ~r ′, t′) from Equations (14)
and (15). Then replace ∇′2P and ∇′2G0 from the di�erential equations (14) and (15).

∇′2G0 =
1
c2
∂′2t G0 + δ(~r − ~r ′)δ(t− t′) (19)

∇′2P =
1
c2
∂′2t P + ρ(~r ′, t′) (20)

and assume that the out variables (~r, t) are in the intervals of integration: ~r in V , t > 0. The
left hand side of Equation (17) becomes:∫ t+

0
dt′
∫
V
d~r ′

1
c2

(P∂2
t′G0 −G0∂

2
t′P ) + P (~r, t)−

∫ t+

0
dt′
∫
V
d~r ′ρ(~r ′, t′)G0(~r, t, ~r ′, t′) (21)

The expression inside the �rst set of parentheses is a perfect derivative ∂t′(P∂t′G0 −G0∂t′P )
integrated over t′.

The result is (for ~r in V and t > 0)

P (~r, t) =
∫
V
d~r ′

∫ t+

0
dt′ρ(~r ′, t′)G0(~r, t, ~r ′, t′)− 1

c2

∣∣∣t+
0

∫
V
d~r ′[P∂t′G0 −G0∂t′P ]

+
∫ t+

0
dt′
∫
S
dS′(P∇G0 −G0∇P ) · n̂ (22)

We assumed di�erential equations (19) and (20) in deriving Equation (22) and G0 can be any
solution of Equation (19) in the space and time integrals in Equation (17), causal, anticausal,
or neither. Each term on the right hand side of Equation (22) will di�er with di�erent choices
of G0, but the sum of the three terms will always be the same, P (~r, t).

If we now choose G0 to be causal (= G+
0 ) in Equation (22) and let the time interval be

[−∞, t+] and the volume, V →∞, rather than [0, t+] and V , respectively, then in the second
term the upper limit gives zero because G+

0 and ∂t′G
+
0 are zero at t′ = t+ and t′ = −∞.
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The causality of G+
0 and ∂t′G

+
0 causes only the lower limit t′ = 0 to contribute in

− 1
c2

∣∣∣t+
t′=0

∫
V
d~r ′[P∂t′G+

0 −G
+
0 ∂t′P ].

If we let the space and time limits in Equation (22) both become unbounded, i.e., V →∞ and
the t′ interval becomes [−∞, 0] and choose G0 = G+

0 , the whole space causal Green function,
then by comparing Equations (16) and (22) we see that for ~r in V and t > 0 that∫ t+

−∞
dt′
∫
S
dS′(P∇G+

0 −G
+
0 ∇P ) · n̂− 1

c2

∣∣∣t+
−∞

∫
∞
d~r ′[P∂t′G+

0 −G
+
0 ∂t′P ] = 0.

V = ∞ means a volume that spans all space, and ∞ − V means all points in ∞ that are
outside the volume V . For ~r in ∞ and any time t from Equation (16)

P (~r, t) =
∫
V
d~r ′

∫ t+

0
dt′ρ(~r ′, t′)G+

0 (~r, t, ~r ′, t′)

+
∫
∞−V

d~r ′
∫ t+

0
dt′ρ(~r ′, t′)G+

0 (~r, t, ~r ′, t′)

+
∫
V
d~r ′

∫ 0

−∞
dt′ρ(~r ′, t′)G+

0 (~r, t, ~r ′, t′)

+
∫
∞−V

d~r ′
∫ 0

−∞
dt′ρ(~r ′, t′)G+

0 (~r, t, ~r ′, t′) (23)

This equation holds for any ~r and any t.

For ~r in V and t > 0 Equations (23) and (22) must agree and

− 1
c2

∣∣∣t+
0

∫
V
d~r ′[P∂t′G+

0 −G
+
0 ∂t′P ]

=
∫
V
d~r ′

∫ 0

−∞
dt′ρ(~r ′, t′)G+

0 (~r, t, ~r ′, t′)

+
∫
∞−V

d~r ′
∫ 0

−∞
dt′ρ(~r ′, t′)G+

0 (~r, t, ~r ′, t′) (24)

and ∫ t+

0
dt′
∫
S
dS′[P∇G0 −G0∇P ] · n̂

=
∫
∞−V

d~r ′
∫ t+

0
dt′ρ(~r ′, t′)G+

0 (~r, t, ~r ′, t′) (25)

The solution for P (~r, t) in Equation (22) expresses the fact that if all of the factors that both
create the wave�eld (active sources) and that subsequently in�uence the wave�eld (passive
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sources, e.g., heterogeneities in the medium) are explicitly included in the solution as in
Equation (22), then the causal solution is provided explicitly and linearly in terms of those
sources, as a weighted sum of causal solutions, and no surface, boundary or initial conditions
are necessary or required.

From Equations (24) and (25) the role of boundary and initial conditions are clear. The
contributions to the wave�eld, P , at a point ~r in V and at a time, t in [0, t+] derives from
three contributions: (1) a causal superposition over the sources within the volume V during
the interval of time, say [0, t+] and (2) initial conditions of P and Pt over the volume V ,
providing all contributions due to sources earlier than time t′ = 0, both inside and outside
V , to the solution in V during [0, t] and (3) a surface integral, enclosing V , integrated from
t′ = 0 to t+ that gives the contribution from sources outside V during the time [0, t+] to the
�eld, P , in V for times [0, t+].

Succinctly stated: initial conditions provide contributions from sources at earlier times and
surface/boundary conditions provide contributions from outside the spatial volume to the
�eld in the volume during the [0, t] time interval. If all sources for all space and all time
are explicitly included as in Equation (16), then there is no need for boundary or initial
conditions to produce the physical/causal solution derived from a linear superposition of
elementary causal solutions.

On the other hand, if you seek to �nd a physical causal solution for P in terms of a linear su-
perposition of anticausal solutions, as you can arrange by choosing G0 = G−0 in Equation (22),
then the initial and surface integrals do not vanish when you let V →∞ and [0, t]→ [−∞, t].
The vanishing of the surface integral contribution (as the radius of the surface→∞) to P with
the choice G0 = G+

0 is called the Sommerfeld radiation condition, and is readily understood
by the comparison with Equation (16).

We now examine, in the ~r, ω domain Equations (14) and (15) become

(∇2 + k2)P = ρ(~r, ω) (26)

(∇2 + k2)G0 = δ(~r − ~r ′) (27)

and the causal all space and time solution analogous to Equation (16) is

P (~r, ω) =
∫
∞
d~r ′ρ(~r ′, ω)G+

0 (~r, ~r ′, ω)

and Green's second identity is∫
V

(P∇2G0 −G0∇2P )d~r ′ =
∮
S

(P∇G0 −G0∇P ) · n̂ dS.

Substituting∇2G0 = −k2G0+δ and∇2P = −k2P+ρ in Green's theorem where
∫∞
−∞ P (~r, t)eiωtdt =

P (~r, ω) we �nd∫
V
P (~r ′, ω)δ(~r − ~r ′)d~r ′ =

∫
V
ρ(~r ′, ω)G0(~r, ~r ′, ω)d~r ′ +

∮
S

(P∇′G0 −G0∇′P ) · n̂dS′ (28)
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if ~r in V . There are no initial conditions, since in ~r, ω you have already explicitly included
all time in Fourier transforming from t to ω. All times of sources are included in the ~r, ω
domain. In ~r, ω the issue is whether sources are inside or outside V . The Lippmann-Schwinger
equation

P (~r, ω) =
∫
∞
d~r ′G+

0 (~r, ~r ′, ω)ρ(~r ′, ω). (29)

provides the causal physical P for all ~r. Equation (29) is the ~r, ω version of Equation (16) and
must choose G0 = G+

0 (causal) to have P as the physical solution built from superposition and
linearity. In contrast, Equation (28) (as in Equation (22)) will produce the physical solution,
P , with any solution for G0 that satis�es Equation (27).

Equation (29) can be written as:∫
V
ρG+

0 +
∫
∞−V

ρG+
0 . (30)

For ~r in V the second term on the right hand side of Equation (28) (with G0 = G+
0 ) equals

the second term in Equation (30), i.e.,∫
∞−V

ρG+
0 d~r

′ =
∮
S

(P∇G+
0 −G

+
0 ∇P ) · n̂dS′. (31)

Thus, the �rst term in Equation (30) gives contribution to P , for ~r in V due to sources in V ,
and the second term in Equation (30) gives contribution to P , for ~r in V due to sources not
in V .

With G0 = G+
0 ∮

S
(P∇G+

0 −G
+
0 ∇P ) · n̂ dS

provides the contribution to the �eld, P , inside V due to sources outside the volume V .

What about the large |~r| contribution of the surface integral to the �eld inside the volume?

We use Green's theorem to predict that the contribution to the physical/causal solution P in
V from the surface integral in Green's theorem, in general, and also when |~r| → ∞.∮

S
{P ∂G

+
0

∂n
−G+

0

∂P

∂n
}dS → 0 as |~r| → ∞

and in contrast the contribution to P in V from∮
S
{P ∂G

−
0

∂n
−G−0

∂P

∂n
}dS

does not vanish as |~r| → ∞.
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We begin with Equation (28)

P (~r, ω) =
∫
V
G±0 (~r, ~r ′, ω)ρ(~r ′, ω) d~r ′ +

∮
S
{P ∂G

±
0

∂n
−G±0

∂P

∂n
}dS ~r in V (32)

with G0 either causal G+
0 or anticausal G−0 . When |~r| → ∞, the contribution from∮

S
{P ∂G

+
0

∂n
−G+

0

∂P

∂n
}dS

to P in V must go to 0 since

P (~r, ω) =
∫
∞
G+

0 (~r, ~r ′, ω)ρ(~r ′, ω)d~r ′

(the Lippmann-Schwinger equation).

However, as |~r| → ∞, with G0 = G−0 ,∮
S
{P ∂G

−
0

∂n
−G−0

∂P

∂n
}dS+

∫
V→∞

G−0 (~r, ~r ′, ω)ρ(~r ′, ω) d~r ′ =
∫
V→∞

G+
0 (~r, ~r ′, ω)ρ(~r ′, ω) d~r ′+0 (33)

so∮
S
{P ∂G

−
0

∂n
−G−0

∂P

∂n
}dS =

∫
∞

[G+
0 (~r, ~r ′, ω)−G−0 (~r, ~r ′, ω)]ρ(~r ′, ω)d~r ′ 6= 0 for all time

Hence, the large distance surface contribution to the physical �eld, P , within V with the
physical �eld P and Pn and an anticausal Green function G−0 will not vanish as |~r| → ∞. As
we mentioned earlier, this is one of the two problems with the in�nite hemisphere model of
seismic migration.

Although

P (~r, ω) =
∫
∞
G−0 (~r, ~r ′, ω)ρ(~r ′, ω) d~r ′

would be a solution to Equations (14) and (26) for all ~r, it would not be the causal/physical
solution to Equations (14) and (26).

And hence, in summary the contribution to the causal/physical solution for P (~r, ω) for ~r in
V from ∫

S

(
P
dG+

0

dn
−G+

0

dP

dn

)
dS → 0

as |R| → ∞ where P and dP/dn corresponds to physical/causal boundary values of P and
dP/dn, respectively. Physical measurements of P and dP/dn on S are always causal/physical
values. The integral ∫

S

(
P
dG−0
dn
−G−0

dP

dn

)
dS
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does not go to zero for anti-causal, G−0 , and causal/physical P and dP/dn. The latter fact
bumps up against a key assumption in the in�nite hemisphere models of migration. That
combined with the fact the in�nite hemisphere model assumes the entire subsurface, down to
'in�nite' depth is known, suggests the need for a di�erent model. That model is the �nite
volume model.

6 Finite volume model for migration

The �nite model for migration assumes that we know or can adequately estimate earth medium
properties (velocity) down to the re�ector we seek to image. The �nite volume model assumes
that beneath the sought after re�ector the medium properties are and remain unknown. The
'�nite volume model' corresponds to the volume within which we assume the earth properties
are known and within which we predict the wave�eld from surface measurements. We have
moved away from the two issues of the in�nite hemisphere model, i.e., (1) the assumption we
know the subsurface to all depths and (2) that the surface integral with an anticausal Green
function has no contribution to the �eld being predicted in the earth.

The �nite volume model takes away both assumptions. However, we are now dealing with a
�nite volume V , and with a surface S, consisting of upper surface SU , lower surface SL and
walls, SW . Please see Figure 3.

  

 

 

 𝑆𝐿  

 Volume 

(unknown) 

𝑆𝑊 

𝑆𝑈  

      
Finite volume V 

(known) 

Figure 3: The �nite volume model

We only have measurements on SU . In the following sections on: (1) Green's theorem for one
way propagation; and (2) Green's theorem for two way propagation we show how the choice
of Green function allows the �nite volume migration model to be realized.

The construction of the Green function that allows for two way propagation in V is the new
and signi�cant contribution of this paper. It puts RTM on a �rm wave theoretical Green's
theorem basis, for the �rst time, with algorithmic consequence and consistent and realizable
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methods for RTM. The new Green function is neither causal, anticausal, nor a combination
of causal and/or anticausal, Green functions.

7 Finite volume: one-way wave Green's theorem downward

continuation

Consider a 1D up-going plane wave�eld P = Re−ikz propagating upward through the 1D
homogeneous volume without sources between z = a and z = b.

Figure 4: 1D upgoing plane wave�eld.

The wave P inside V can be predicted from

P (z, ω) =
∣∣∣b
z′=a
{P (z′, ω)

dG0

dz′
(z, z′, ω)−G0(z, z′, ω)

dP

dz′
(z′, ω)} (34)

with the Green function, G0, that satis�es

(
d2

dz′ 2
+ k2

)
G0(z, z′, ω) = δ(z − z′) (35)

for z and z′ in V .
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We can easily show that for an upgoing wave, P = Re−ikz, that if one chooses G0 = G+
0

(causal, eik|z−z
′|/(2ik)), the lower surface (i.e. z′ = b) constructs P in V and the contribution

from the upper surface vanishes.

On the other hand, if we choose G0 = G−0 (anticausal solution e−ik|z−z
′|/(−2ik)), then the

upper surface z = a constructs P = Re−ikz in V and there is no contribution from the lower
surface z′ = b. This makes sense since information on the lower surface z′ = b will move
with the upwave into the region between a and b, with a forward propagating causal Green
function, G+

0 . At the upper surface z′ = a, the anticausal G−0 will predict from an upgoing
wave measured at z′ = a, what the wave was previously and when it was moving up and
deeper than z′ = a.

Since in exploration seismology the re�ection data is typically upgoing, once it is generated
at the re�ector, and we only have measurements at the upper surface z′ = a, we choose an
anticausal Green function G−0 in one-way wave back propagation in the �nite volume model.
If in addition we want to rid ourselves of the need for dP/dz′ at z′ = a we can impose a
Dirichlet boundary condition on G−0 , to vanish at z′ = a.

The latter Green function is labeled G−D0 .

G−D0 = − e−ik|z−z
′|

2ik
−

(
−e
−ik|zI−z′|

2ik

)
(36)

where zI is the image of z through z′ = a. It is easy to see that zI = 2a− z and that

P (z) = −

(
dG−D0

dz′
(z, z′, ω)

)
z′=a

P (a) = e−ik(z−a)P (a) (37)

in agreement with a simple Stolt FK phase shift for back propagating an up-�eld.

Please note that P (z, ω) = −
(
dG−D0
dz′ (z, z′, ω)

)
z′=a

P (a, ω) back propagates P (z′ = a, ω),

not G−D0 . The latter thinking that G−D0 back propagates data is a fundamental mistake/�aw
in many seismic back propagation migration and inversion theories.

The multidimensional 3D generalization for downward continuing both sources and receivers
for an upgoing wave�eld is as follows:∫

dG−D0

dzs
(x′s, y

′
s, z
′
s, xs, ys, zs;ω)

×

[∫
dG−D0

dzg
(x′g, y

′
g, z
′
g, xg, yg, zg;ω)D(xg, yg, zg, xs, ys, zs;ω)dxgdyg

]
dxsdys

= M(x′s, y
′
s, z
′
s, x
′
g, y
′
g, z
′
g;ω)
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where x′g−x′s = x′h, x
′
g +x′s = x′m, y

′
g−y′s = y′h, y

′
g +y′s = y′m, z

′
g− z′s = z′h, and x

′
g + z′s = z′m.

The uncollapsed migration is M(x′m, y
′
m, z

′
m, x

′
h, y
′
h, z
′
h = 0; t = 0) and is ready for subsequent

AVO analysis in a multi-D subsurface (see e.g. Clayton and Stolt (1981), Stolt and Weglein
(1985), and Weglein and Stolt (1999)).

We now examine Green's theorem for two way RTM in a 1D earth.

8 Propagation for RTM in a one dimensional earth: Using

Green functions to avoid the need for data at depth, new

noncausal or causal Green functions

Green's theorem in 3D in the (~r, ω) domain to determine a wave�eld, P (~r, ω) for ~r in V is
given by

P (~r, ω) =
∫
V
d~r ′G0(~r, ~r ′, ω)ρ(~r ′, ω)

+
∮
S
dS′ ~n · (P (~r ′, ω)∇′G0(~r, ~r ′, ω)−G0(~r, ~r ′, ω)∇′P (~r ′, ω)) (38)

In 1D in the slab a ≤ z ≤ b, Equation (38) becomes

P (z, ω) =
∫ b

a
dz′G0(z, z′, ω)ρ(z′, ω)

+|ba
(
P (z′, ω)

dG0(z, z′, ω)
dz′

−G0(z, z′, ω)
dP (z′, ω)

dz′

)
(39)

Assuming no sources in the slab, the 1D homogeneous wave equation is(
d2

dz′ 2
+ k2

)
P (z′, ω) = 0 for z < z′ < b (40)

with general solution

P (z′, ω) = Aeikz
′
+Be−ikz

′
for z < z′ < b (41)

where k = ω/c. Given the conventions positive z′ increasing downward and time dependence
e−iωt in Fourier transforming from ω to t, the �rst term in Equation (41) is a downgoing wave
and the second term is an upgoing wave.

The equation for the corresponding Green function is(
d2

dz′ 2
+ k2

)
G0 = δ(z − z′) (42)
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with causal and anticausal solutions

G+
0 (z, z′, ω) =

1
2ik

eik|z−z
′| (43)

G−0 (z, z′, ω) = − 1
2ik

e−ik|z−z
′| (44)

Equation (39) suggests the Green function we need is such that it and its derivative vanish
at z′ = b. Such a Green function �kills� the need for measurements at z′ = b.

Equation (42) is an inhomogeneous di�erential equation with general solution A1e
ikz′ +

B1e
−ikz′ +G0(z, z′, ω) where the �rst two terms are the general solution to the homogeneous

di�erential equation and the third term is any particular solution to the inhomogeneous dif-
ferential equation. The choice G0(z, z′, ω) = G+

0 (z, z′, ω) gives the following general solution
of Equation (42);

G0(z, z′, ω) = A1e
ikz′ +B1e

−ikz′ +
1

2ik
eik|z−z

′| (45)

Its derivative is

dG0(z, z′, ω)
dz′

= A1e
ikz′ik +B1e

−ikz′(−ik)

+
1

2ik
eik|z−z

′|ik sgn(z − z′)(−1) (46)

Now we impose boundary conditions in order to �nd A1 and B1. The requirement that
Equations (45) and (46) vanish at z′ = b gives

0 = A1e
ikb +B1e

−ikb +
1

2ik
e

ik |z − b|︸ ︷︷ ︸
b−z

0 = A1e
ikbik +B1e

−ikb(−ik) +
1

2ik
e

ik |z − b|︸ ︷︷ ︸
b−z ik sgn(z − b)︸ ︷︷ ︸

−1

(−1)

A1e
ikb +B1e

−ikb = − 1
2ik

eik(b−z)

A1e
ikb −B1e

−ikb = − 1
2ik

eik(b−z)

2A1e
ikb = −2

1
2ik

eik(b−z)

A1 = − 1
2ik

e−ikz (47)

2B1e
−ikb = 0
B1 = 0 (48)
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Substituting Equations (47) and (48) into (45) gives

G0(z, z′, ω) = − 1
2ik

e−ikzeikz
′
+

1
2ik

eik|z−z
′|

= − 1
2ik

(e−ik(z−z′) − eik|z−z′|) (49)

Note the following about Equation (49):
(1) When z′ = b G0(z, b, ω) vanishes:

G0(z, b, ω) = − 1
2ik

(e−ik(z−b) − e
ik |z − b|︸ ︷︷ ︸

b−z )

= − 1
2ik

(e−ik(z−b) − e−ik(z−b)︸ ︷︷ ︸
0

)

(2) When a < z′ < b G0(z, z′, ω) is neither causal nor anticausal due to the presence of the
term −1/2ik e−ik(z−z′).
(3) When z′ = a G0(z, a, ω) is the sum of anticausal and causal terms, but not in general or
at any other depth.

G0(z, a, ω) = − 1
2ik

(e

−ik (z − a)︸ ︷︷ ︸
|z−a| − eik|z−a|)

= − 1
2ik

e−ik|z−a|︸ ︷︷ ︸
anticausal

+
1

2ik
eik(z−a)︸ ︷︷ ︸
causal

(4) Normally one uses Dirichlet or Neumann or Robin boundary conditions on the surface S
(in our 1D case at both a and b). Constructing the Green function Equation (49) has enabled
us to use both Dirichlet and Neumann boundary conditions on part of the surface S (in our
1D case only at a).

The Green function for two way propagation that will eliminate the need for data at the
lower surface of the closed Green's theorem surface is found by �nding a general solution to
the Green function for the medium in the �nite volume model and imposing both Dirichlet
and Neumann boundary conditions at the lower surface. We con�rm that the Green function
Equation (49), when used in Green's theorem, will produce a two way wave for a < z < b
with only measurements on the upper surface. Substituting Equation (41), its derivative,
Equation (49), and its derivative into Equation (39) gives P (z, ω) = Aeikz +Be−ikz, i.e., we
recover the original two way wave�eld. The details are in Appendix A.

A and B can be derived from the measured data P (a) and P ′(a):

P (a) = Aeika +Be−ika
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P ′(a) = Aeikaik +Be−ika(−ik)
P ′(a)
ik

= Aeika −Be−ika

2Aeika = P (a) +
P ′(a)
ik

A = e−ika
ikP (a) + P ′(a)

2ik

2Be−ika = P (a)− P ′(a)
ik

B = eika
ikP (a)− P ′(a)

2ik

In a homogeneous medium the 3D equivalent of Equation (40) is

(∇′ 2 + k2)P (x′, y′, z′, ω) = 0

where k = ω/c. Fourier transforming over x′ and y′ gives d2

dz′ 2
−k2

x′ − k2
y′ +

ω2

c2︸ ︷︷ ︸
≡k2

z′

P (kx′ , ky′ , z′, ω) = 0

which looks like the 1D problem(
d2

dz′ 2
+ k2

z′

)
P (kx′ , ky′ , z′, ω) = 0

with general solution

P (kx′ , ky′ , z′, ω) = Aeikz′z
′
+Be−ikz′z

′

We illustrate, in the next section, a more complicated 1D example, where the �nite volume
contains a re�ector.

9 RTM and Green's theorem: two way wave propagation in a 1D �nite

volume that contains a re�ector

Consider a single re�ector example:
z increases downward,
the source is located at depth zs (where 0 < zs < a),
the receiver is located at depth zg (where zs < zg < a),
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for 0 ≤ z ≤ a the medium is characterized by c0,
for z > a the medium is characterized by c1, and
the re�ection coe�cient R and transmission coe�cient T at the interface (z = a) are given
by

R =
c1 − c0

c0 + c1
(50)

T =
2c1

c0 + c1

Assume the source goes o� at t = 0. Then the wave�eld P for z < a is given by

P =
eik|z−zs|

2ik
+R

e−ik(z−a)

2ik
eik(a−zs) (51)

Detail: In the time domain, the front of the plane wave travels with δ(t − |z − zs|/c0) out
from the source. Hence, the �rst term in Equation (51) for P is the incident wave�eld (an
impulse) and for the second term in P

δ

t− |a− zs|
c0︸ ︷︷ ︸

from source to re�ector

− |z − a|
c0︸ ︷︷ ︸

from re�ector to �eld point z


Fourier transforming gives:∫

eiωtδ

(
t− |z − zs|

c0

)
dt = e

“
iω
|z−zs|
c0

”

e

“
i
“
|a−zs|
c0

+
|z−a|
c0

”
ω
”

for z < a e

“
i
“
a−zs
c0

+a−z
c0

”
ω
”

= e−ik(z−a)+ik(a−zs)

= e−ik(z−(2a−zs))

Therefore 2a − zs − z is the travel path from the source to the re�ector and up to the �eld
point z.

If instead of an incident Green function we choose a plane wave, we drop the 1/(2ik) and set
zs = 0, and then the incident plane wave passes the origin z = 0 at t = 0.

The transmitted wave �eld is for z > a

P =
1

2ik
Teik|a−zs|eik1(z−a) (52)

with R and T given by Equation (50) then Equations (51) and (52) provide the solution for
the total wave �eld everywhere.
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Now we introduce Green's theorem. The total wave�eld P satis�es{
d2

dz′ 2
+

ω2

c2(z′)

}
P = δ(z′ − zs)

The Green function G will satisfy{
d2

dz′ 2
+

ω2

c2(z′)

}
G = δ(z − z′)

where

c(z′) =
{
c0 z′ < a
c1 z′ > a

The solution for P is given in Equations (51) and (52). The solution for G will be determined
below. GH and GP are a homogeneous solution and particular solution, respectively, of the
following di�erential equations:{

d2

dz2
+

ω2

c2(z)

}
GH = 0{

d2

dz2
+

ω2

c2(z)

}
GP = δ

A particular solution, GP , can be given by Equations (51) and (52) with zs replaced by

P (z, zs, ω) =
∣∣∣B
A
{P (z′, zs, ω)

dG

dz′
(z, z′, ω)−G(z, z′, ω)

dP

dz′
(z′, zs, ω)}

where A = zg, the depth of the MS, and B > a is the lower surface of Green's theorem.

The �source�, i.e., z, is within [A,B] and either above or below the re�ector at z = a and
conditions will be placed on the solution, G, (for a source within the volume) for the �eld
point of G, i.e., z′, to satisfy at B. That is

(G(z, z′, ω))z′=B = 0

and

(
dG

dz′
(z, z′, ω)

)
z′=B

= 0

First pick the �source� in the Green function to be above the re�ector, then Equations (51)
and (52) provide a speci�c solution when you substitute for zs in P , the parameter, z, and
for z in P the parameter, z′. The latter allows a particular solution for G for the case that z
in G is within [A,B] but above z = a.

Please note: The physical source is outside the volume, but the �source� in the Green function
is inside the volume. Also, note that for the case of the (output point, z) �source� in the Green
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function to be below the re�ector and within [A,B] that a di�erent solution for P other than
what is given in Equations (51) and (52), would be needed for a particular solution of G. The
latter would require a solution for P where the source is in the lower half space.

What about the general solution for GH{
d2

dz′ 2
+

ω2

c2(z′)

}
GH = 0 (53)

The general solution to Equation (53) is, for any incident plane wave, A(k) for [A,B]

GH =
{
A1e

ikz′ +B1e
−ikz′ z′ < a

C1e
ik1z′ +D1e

−ik1z′ z′ > a

The general solution to Equation (53) has to allow the possibility of an incident wave from
either direction, that's what general solution means!

The general solution forG for the single re�ector problem and the source, z, above the re�ector
is given by

G(z, z′, ω) =

{
eik|z

′−z|

2ik +R e−ik(z
′−a)

2ik eik(a−z) +A1e
ikz′ +B1e

−ikz′ z′ < a
T

2ike
ik|a−z|eik1(z′−a) + C1e

ik1z′ +D1e
−ik1z′ z′ > a

(54)

for the source z being above the re�ector and we choose C1 and D1 such that

G(z,B, ω) = 0

and

[
dG

dz′
(z, z′, ω)

]
z′=B

= 0

where for z′ > a GP above is 1/(2ik)Teik|a−z|eik1(z′−a).

Equation (54) will be the Green function needed in Green's theorem to propagate/predict
above the re�ector at z′ = a where P and its derivative are given by Equation (53). In
practice, the deghosted scattered wave is upgoing (one way) and �nding its vertical derivative
is simply ikz × P . Deghosting precedes migration.

For downward continuing past the re�ector, as previously stated, the P solution needed for
the particular solution of the Green function starts with a source in the lower half space
where k1 = ω/c1. That's how it works. In practice for a v(x, y, z) medium a modeling will be
required that imposes a double vanishing boundary condition at depth to produce the Green
function for RTM.

10 Multidimensional RTM

Consider a volume V inside a homogeneous medium; V is bounded on the left by x′ = A, on
the right by x′ = L1, on the top by z′ = B, and on the bottom by z′ = L2. We want to use
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Green's theorem to estimate the wave�eld P in V which requires we measure P and ∂P/∂n
on the boundary S of V . However, we can place receivers only at z′ = B. Can we construct
a Green function G such that it and its normal derivative ∂G/∂n vanish on three sides of V
so that P can be estimated in V using only the measurements on z′ = B?

G can be written as the sum of a homogeneous solution GH and a particular solution GP
where G satis�es the partial di�erential equation (∇′ 2 + k2)G = δ(~r − ~r ′) and GH satis�es
the partial di�erential equation (∇′ 2 + k2)GH = 0. We try solutions of the form:

G(~r
′
, ~r, ω) =

∑
m,n

Am,n(~r)Xm(x′)Zn(z′) +GP (~r
′
, ~r, ω) (55)

GH(~r
′
, ~r, ω) =

∑
m,n

Am,n(~r)Xm(x′)Zn(z′) (56)

with the boundary conditions that G and ∂G/∂n vanish at x′ = A, z′ = L2, and x
′ = L1,

i.e.,

at x′ = A G = 0 and − ∂G

∂x′
= 0,

at z′ = L2 G = 0 and
∂G

∂z′
= 0, and

at x′ = L1 G = 0 and
∂G

∂x′
= 0.

Substituting Equation (56) into (∇′ 2 + k2)GH = 0 gives:

0 =
(

∂2

∂x′ 2
+

∂2

∂z′ 2
+ k2

)
Xm(x′)Zn(z′)

= X ′′m(x′)Zn(z′) +Xm(x′)Z ′′n(z′) + k2Xm(x′)Zn(z′)

=
X ′′m(x′)
Xm(x′)

+
Z ′′n(z′)
Zn(z′)

+ k2

=⇒ Z ′′n(z′)
Zn(z′)

= −λ2

0 = Z ′′n(z′) + λ2Zn(z′)
Zn(z′) = C1e

iλnz′ + C2e
−iλnz′ (57)

0 = X ′′m(x′) + (k2 − λ2︸ ︷︷ ︸
≡µ2

)Xm(x′)

Xm(x′) = C3e
iµmx′ + C4e

−iµmx′ (58)

where µ2
m −→ Xm(x′) and λ2

n −→ Zn(z′). We assume Xm(x′) and Zn(z′) are orthonormal
and complete.

The boundary conditions on the left are G(A, z′) = 0, Gx′(A, z′) = 0, on the right G(L1, z
′) =

0, Gx′(L1, z
′) = 0, and on the bottom G(x′, L2) = 0, Gz′(x′, L2) = 0. Substituting these
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 X 
 𝐿1 , 𝐵   𝐴, 𝐵  

 𝐴, 𝐿2   𝐿1, 𝐿2  

Z 

Figure 5: Two dimensional �nite volume model

boundary conditions into Equation (55) gives:

0 = G(A, z′, x, z) =
∑
m,n

Am,n(~r)Xm(A)Zn(z′) +GP (A, z′, x, z) (59)

0 = Gx′(A, z′, x, z) =
∑
m,n

Am,n(~r)X ′m(A)Zn(z′) +
d

dx′
GP (A, z′, x, z) (60)

0 = G(L1, z
′, x, z) =

∑
m,n

Am,n(~r)Xm(L1)Zn(z′) +GP (L1, z
′, x, z) (61)

0 = Gx′(L1, z
′, x, z) =

∑
m,n

Am,n(~r)X ′m(L1)Zn(z′) +
d

dx′
GP (L1, z

′, x, z) (62)

0 = G(x′, L2, x, z) =
∑
m,n

Am,n(~r)Xm(x′)Zn(L2) +GP (x′, L2, x, z) (63)

0 = Gz′(x′, L2, x, z) =
∑
m,n

Am,n(~r)Xm(x′)Z ′n(L2) +
d

dz′
GP (x′, L2, x, z) (64)

Equation (59) is:

−GP (A, z′, x, z) =
∑
m,n

Am,n(~r)Xm(A)Zn(z′)

Multiplying by Zs(z′), integrating, and substituting Equations (57) and (58) give:

−
∫ B

L2

GP (A, z′, x, z)Zs(z′) dz′ =
∑
m

Am,s(~r)Xm(A)
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−
∫ B

L2

GP (A, z′, x, z)(C1e
iλsz′ + C2e

−iλsz′) dz′

=
∑
m

Am,s(~r)(C3e
iµmA + C4e

−iµmA)

In similar fashion we get:

−
∫ B

L2

d

dx′
GP (A, z′, x, z)(C1e

iλsz′ + C2e
−iλsz′) dz′

=
∑
m

Am,s(~r)iµm(C3e
iµmA − C4e

−iµmA)

−
∫ B

L2

GP (L1, z
′, x, z)(C1e

iλsz′ + C2e
−iλsz′) dz′

=
∑
m

Am,s(~r)(C3e
iµmL1 + C4e

−iµmL1)

−
∫ B

L2

d

dx′
GP (L1, z

′, x, z)(C1e
iλsz′ + C2e

−iλsz′) dz′

=
∑
m

Am,s(~r)iµm(C3e
iµmL1 − C4e

−iµmL1)

−
∫ L1

A
GP (x′, L2, x, z)(C3e

iµsx′ + C4e
−iµsx′) dz′

=
∑
m

Am,s(~r)(C1e
iλnL2 + C2e

−iλnL2)

−
∫ L1

A

d

dz′
GP (x, L2, x, z)(C3e

iµsx′ + C4e
−iµsx′) dz′

=
∑
m

Am,s(~r)iλn(C1e
iλnL2 − C2e

−iλnL2)

The Am,s coe�cients are determined by the imposed Dirichlet and Neumann boundary con-
ditions on the base and walls of the �nite volume.

11 General Step-by-Step Prescription for RTM in a �nite vol-

ume where the velocity con�guration is c(x, y, z)

Step (1) For a desired downward continued/migration output point (x, y, z) for determining
P (x, y, z, ω){

∇2 +
ω2

c2(x′, y′, z′)

}
G0(x′, y′, z′, x, y, z, ω) = δ(x− x′)δ(y − y′)δ(z − z′)
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for a source at (x, y, z) and P is the physical/causal solution satisfying{
∇′ 2 +

ω2

c2(x′, y′, z′)

}
P (x′, y′, z′, xs, ys, zs, ω) = A(ω)δ(x′ − xs)δ(y′ − ys)δ(z′ − zs)

G0 is the auxiliary or Green function satisfying{
∇′ 2 +

ω2

c2(x′, y′, z′)

}
G0(x, y, z, x′, y′, z′, ω) = δ(x− x′)δ(y − y′)δ(z − z′)

for (x, y, z) in V and G0 and ∇′G0 · n̂′ are both zero for (x′, y′, z′) on the lower surface SL
and the walls SW of the �nite volume.

The solution for G0 in V and on S can be found by a numerical modeling algorithm where the
'source' is at (x, y, z) and the �eld, G0, at (x′, y′, z′) and∇G0 ·n̂ are both imposed to be zero on
SL and SW . Once that model is run for a source at (x, y, z) for G0(x′, y′, z′, x, y, z, ω) [for every
eventual wave prediction point, (x, y, z), for P ] where G0 satis�es Dirichlet and Neumann
conditions for (x′, y′, z′) on SL and SW we output G0(x′, y′, z′, x, y, z, ω) for (x′, y′, z′) on SU
(the measurement surface).

Step (2) Downward continue the receiver

P (x, y, z, xs, ys, zs, ω) =
∫ {

∂G0

∂z′
(x, y, z, x′, y′, z′, ω)P (x′, y′, z′, xs, ys, zs, ω)

− ∂P

∂z′
(x′, y′, z′, xs, ys, zs, ω)G0(x, y, z, x′, y′, z′, ω)

}
dx′dy′

where z′ = �xed depth of the cable and (xs, ys, zs) = �xed location of the source. This brings
the receiver down to (x, y, z), a point below the measurement surface in the volume V .

Step (3) Now downward continue the source

P (xg, yg, z, x, y, z, ω) =
∫ {

∂G0

∂zs
(x, y, z, xs, ys, zs, ω)P (xg, yg, z, xs, ys, zs, ω)

− ∂P

∂zs
(xg, yg, z, xs, ys, zs, ω)G0(x, y, z, xs, ys, zs, ω)

}
dxsdys

P (xg, yg, z, x, y, z, ω) is a downward continued receiver to (xg, yg, z) and the source to (x, y, z)
and change to midpoint o�set P (xm, xh, ym, yh, zm, zh = 0, ω) and∫

dω

{
∂G0

∂zs
(x, y, z, xs, ys, zs, ω)P (xg, yg, z, xs, ys, zs, ω)

− ∂P

∂zs
(xg, yg, z, xs, ys, zs, ω)G0(x, y, z, xs, ys, zs, ω)

}
and Fourier transform over xm, xh, ym, yh to �nd P̃ (kxm , kxh , kym , kyh , kzm , zh = 0, t = 0) the
RTM uncollapsed migration for a general v(x, y, z) velocity con�guration.
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12 RTM and Inverse Scattering Series (ISS) imaging: now and

the future

In practice, RTM is often applied using a wave equation that avoids re�ections at re�ectors
above the target. Impedance matching at boundaries in the modeling, allows density and
velocity to both have rapid variation at a re�ector, but are arranged so that the normal
incidence re�ection coe�cient will be zero. The result ia a smooth 'apparent velocity' that can
support diving waves, but seeks to avoid the discontinuous velocity model commitment that
including re�ections would require. In RTM, including those re�ections above the re�ector to
be imaged, drives a need for an accurate and discontinuous velocity model. The ISS imaging
methods welcome (and require) all the re�ectors above the one re�ector being imaged, without
implying a concomitant need for an accurate discontinuous velocity model.

One way to view the RTM to ISS imaging step is as removing re�ectionless re�ectors by an
'impedance matching' di�erential equation in RTM to avoid the need for a commitment to
an accurate and discontinuous velocity. With ISS imaging we have the opposite situation:
the welcome of all re�ections to the imaging of any re�ector, and without the need to know
or determine the discontinuous velocity model. That's the next step, and our �rst �eld data
tests with ISS imaging are underway. In the interim, we thought it useful to provide an
assist to current best imaging RTM practice. We will be returning re�ections to re�ectors
thereby turning the problem, observation, and obstacle in current RTM into the instrument
of signi�cant imaging progress, and without the need for a velocity model, discontinuous or
otherwise.

13 Summary

- Migration and migration-inversion: required velocity information for location and beyond
velocity only for amplitude analyses at depth.
- So when we say medium is 'known,' the meaning of known depends on the goal: migration
or migration-inversion.
- Backpropagation and imaging: each evolved and then extended/generalized and merged into
migration-inversion.

For one way wave propagation the double downward continued data, D is

D(at depth) =
∫
Ss

∂G−D0

∂zs

∫
Sg

∂G−D0

∂zg
DdSg dSs

where D in the integrand = D(on measurement surface), ∂G−D0 /∂zs = anticausal Green func-
tion with Dirichlet boundary condition on the measurement surface, s= shot, and g = receiver.
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 3. finite volume with approximately  

known model (Stolt, SEP24) 
 4.  infinite hemisphere with  

unknown model (ISS) 

Known 

       

Unknown 

Known 

       
Approximately Known 

Unknown   

 1. infinite hemisphere with known model 

Unknown  

 2. finite volume with known model 

Figure 6: Backpropagation model evolution

For two way wave double downward continuation:

D(at depth) =
∫
Ss

[
∂GDN0

∂zs

∫
Sg

{
∂GDN0

∂zg
D +

∂D

∂zg
GDN0

}
dSg

+GDN0

∂

∂zs

∫
Sg

{
∂GDN0

∂zg
D +

∂D

∂zg
GDN0

}
dSg

]
dSs

where D in the integrands = D(on measurement surface). GDN0 is neither causal nor an-
ticausal. GDN0 is not an anticausal Green function; it is not the inverse or adjoint of any
physical propagating Green function. It is the Green function needed for Reverse Time Mi-
gration (RTM). GDN0 is the Green function for the model of the �nite volume that vanishes
along with its normal derivative on the lower surface and the walls.

If you want to use the anticausal Green function of the two way propagation with Dirichlet
boundary conditions at the measurement surface then you can do that, but you will need
measurements at depth and on the vertical walls.

To have the Green function for two way propagation that doesn't need data at depth and on
the vertical sides/walls, that requires a non-physical Green function that vanishes along with
its derivative on the lower surface and walls.
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In the Inverse Scattering Series (ISS) model sketch 4 in Figure 6 the Lippmann-Schwinger
(LS) equation over all space, rather than Green's theorem, is called upon and the Lippmann-
Schwinger equation requires no imposed boundary conditions on S since all boundary con-
ditions are already incorporated in LS from linearity/superposition and causality (Equa-
tion (29)).

The appropriate Green function, for a closed surface integral in Green's theorem, with an
arbitrary and known medium within the volume can be satis�ed with any Green function
satisfying the propagation properties within the volume and with Dirichlet, Neumann, or
Robin boundary conditions on the closed surface. The issue and/or problem in exploration
re�ection seismology is the measurements are only on the upper surface.

Why Green's theorem for migration algorithms.

1. Allows a wave theoretical platform/framework for wave�eld prediction from surface measure-
ments that builds on quantitative and potential �eld theory history and evolution.

2. Allows (~x, ω) processing without transform artifacts and yet is wave theoretic in a (~x, ω) world
where up-down is not so simple to de�ne as in (~k, ω). Deghosting (Zhang (2007)) and wavelet
estimation (Weglein and Secrest (1990)) are other examples where Green's theorem provides
(~x, ω) advantage.

3. Allows avoidance of very common pitfalls and erroneous algorithm derivations based on qual-
itative (at best) methods launched from Huygens' principle or discrete matrix inverses and it
allows the wave theoretic imaging conditions introduced by Clayton and Stolt (1981) and Stolt
and Weglein (1985) to be used rather than the lesser cross-correlation of wave�eld imaging
concepts.

Backpropagation is quantitative from Green's theorem rather than these: G−1
0 , G∗0, less wave

theoretic more generalized inverse, discrete matrix thinking approaches for backpropagation.

For RTM and Green's theorem the data, D, at depth is de�nitely not

D 6=
∫
G−1

0S

∫
G−1

0RD (Huygens)

whereG−0 indicates an anticausal Green function. This is OK with Huygens but violates Green's theorem
and the equation is not dimensionally consistent with the right hand side not having the di-
mension of data, D. The data, D, at depth for one way waves is

D =
∫
Ss

∂G−D0

∂zs

∫
Sg

∂G−D0

∂zg
DdSg dSs (Green)

where D = Dirichlet boundary condition on top and G−0 anticausal. This is OK with Green
but not for two way RTM propagation. The data, D, at depth for two way waves is

D =
∫
Ss

[
∂GDN0

∂zs

∫
Sg

{
∂GDN0

∂zg
D +

∂D

∂zg
GDN0

}
dSg
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+GDN0

∂

∂zs

∫
Sg

{
∂GDN0

∂zg
D +

∂D

∂zg
GDN0

}
dSg

]
dSs (Green)

where DN = Dirichlet and Neumann boundary conditions to be imposed on bottom and walls
and GDN0 is neither causal nor anticausal nor a combination.
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Figure 7: Qualitative vs. quantitative wave propagation: (Left) Huygens, and e.g., Whitmore, McMechan,

Fletcher et al. Berkhout, Claerbout, Schuster, Yi Luo; (Right) Green, and e.g., Morse and

Feshbach, Born and Wolf, Stolt, Schneider, Esmersoy and Oristaglio (1988), Weglein and Secrest

(1990), Weglein et al. (1997), Liu et al. (2006), Ramírez and Weglein (2009)

14 Comments and future developments

In this manuscript, we provide a �rm foundation for RTM based on Green's theorem. As in the
case of interferometry (Ramírez and Weglein (2009)) misuse, abuse and/or misunderstanding
of Green's theorem in RTM has also led to strange and curious interpretations, and to opinions
being o�ered about the cause of artifacts and observed problems and communicating 'deep new
insights' that are neither new nor accurate. We communicate here to simply understand and
stick with Green's theorem as the guide and solution in both cases, interferometry and RTM.
The original RTM methods of running the wave equation backwards with surface re�ection
data as a boundary condition is not a wave theory method for wave�eld prediction, neither
in depth nor in reversed time. In Huygens' principle the wave�eld prediction doesn't have
the dimension of a wave�eld. In fact that idea corresponds to the Huygens' principle idea
(Huygens (1690)) which was made into a wave theory predictor by George Green in 1826.
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16 Appendix A: Con�rmation that the Green function Equa-

tion (49), when used in Green's theorem, will produce a

two way wave for a < z < b with only measurements on the

upper surface.

P (z, ω)

=
∫ b

a
dz′

−1
2ik

e−ikzeikz
′
+

1
2ik

eik|z−z
′|︸ ︷︷ ︸

G0(z,z′,ω)

 ρ(z′, ω)︸ ︷︷ ︸
0

+|ba

(Aeikz
′
+Be−ikz

′︸ ︷︷ ︸
P (z′,ω)

)

−1
2ik

e−ikzeikz
′
ik +

1
2ik

eik|z−z
′|ik sgn(z − z′)(−1)︸ ︷︷ ︸

dG0(z,z′,ω)

dz′



−

−1
2ik

e−ikzeikz
′
+

1
2ik

eik|z−z
′|︸ ︷︷ ︸

G0(z,z′,ω)

 (Aeikz
′
ik +Be−ikz

′
(−ik)︸ ︷︷ ︸

dP (z′,ω)

dz′

)


=
−1
2
|ba(���

���
Aeik(2z′−z) +A sgn(z − z′)eikz′eik|z−z′|

+Be−ikz +B sgn(z − z′)e−ikz′eik|z−z′|

−���
���

Aeik(2z′−z) +Aeikz
′
eik|z−z

′| +Be−ikz −Be−ikz′eik|z−z′|)

=
−1
2

(A sgn(z − b)︸ ︷︷ ︸
−1

eikbe

ik |z − b|︸ ︷︷ ︸
b−z
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+���
�

Be−ikz +B sgn(z − b)︸ ︷︷ ︸
−1

e−ikbe

ik |z − b|︸ ︷︷ ︸
b−z

+Aeikbe

ik |z − b|︸ ︷︷ ︸
b−z +���

�
Be−ikz −Be−ikbe

ik |z − b|︸ ︷︷ ︸
b−z

−A sgn(z − a)︸ ︷︷ ︸
1

eikae

ik |z − a|︸ ︷︷ ︸
z−a

−����Be−ikz −B sgn(z − a)︸ ︷︷ ︸
1

e−ikae

ik |z − a|︸ ︷︷ ︸
z−a

−Aeikae
ik |z − a|︸ ︷︷ ︸

z−a −����Be−ikz +Be−ikae

ik |z − a|︸ ︷︷ ︸
z−a )

=
−1
2

(−���
��

Aeik(2b−z) −Be−ikz +���
��

Aeik(2b−z) −Be−ikz

−Aeikz −(((((
(

Be−ik(2a−z) −Aeikz +((((
((

Be−ik(2a−z))

=
−1
2

(−2Aeikz − 2Be−ikz)

= Aeikz +Be−ikz
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